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Theoretical Basis of Catalytic Cracking

6.1 PROCESS THERMODYNAMICS

The thermodynamic analysis of catalytic cracking, as in any process, involves:

The determination of the heat of reaction in the process
The calculation of the chemical equilibrium of the main and secondary reac-

tions as a means of understanding the chemical transformations taking place

The first issue was dealt with in Section 1.1 for all processes involving the
conversion of hydrocarbons.

The method suitable for catalytic cracking determines the heat of reaction as
the difference between the heats of combustion of the products and of the feed, using
for this purpose the graphs of Figures 1.1 and 1.2.

Experimental studies [232] using a reactor simulating the conditions in a prac-
tical isothermal riser reactor found at 500–5508C a reaction heat of 800–1070 kJ/kg.
The feed was a gas oil: d ¼ 0:9292, S ¼ 0:72 wt %, IBP ¼ 2598C, temperature at 50
wt % ¼ 3778C, EP ¼ 5278C, 10.62% paraffins, and 39.76% cycloparaffins. The two
catalysts used were Octanat and GX30.

The lower values for the heat of reaction—677 kJ/kg—obtained earlier [233]
are attributed to nonisothermal reaction conditions: a 20–408C temperature drop is
caused by the endothermic reaction.

The heat of combustion of the coke deposited on the catalyst depends on its
hydrogen content and on the ratio CO/CO2 in the flue gases. Its calculation is
presented in Section 6.6.

The same method used for computing equilibrium concentrations for thermal
cracking is valid also for catalytic cracking (see Figures 1.3 and 2.1–2.7), since the
presence of the solid catalyst does not influence the equilibrium of the reactions that
occur in vapor phase. Note however that knowledge of the equilibria of the reactions
of the C2–C4 hydrocarbons is not sufficient.
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The thermodynamic analysis of catalytic cracking requires information on the
behavior of the heavier hydrocarbons contained in the gas oils, vacuum distillates,
and even residual fractions. A major difficulty in performing this analysis resides in
the limited knowledge of the thermodynamic constants for the hydrocarbons, which
are typical for such fractions.

Despite the fact that for the above reason such an analysis is of limited value, it
still gives useful information for understanding the thermodynamics of this process.

A problem of special interest is the adsorption equilibrium of the reaction
products between the surface of the catalyst and the vapor phase. The adsorbed
substances lead finally, following polymerization and condensations, to the forma-
tion of coke. The importance of this problem was emphasized in an earlier study by
Raseev [1].

It is obvious that the main coke generators present in the feed are the resins and
some of the condensed aromatic and hydro-aromatic hydrocarbons, and in the case
of residue cracking, the asphaltenes. All these components are usually directly
adsorbed on the catalyst and are gradually converted to coke.

But they are not the only coke generators. Coke deposits on the catalyst are
produced even during the catalytic cracking of white oils or of paraffins. This proves
that coke deposits are formed also as result of the decomposition of saturated
hydrocarbons.

In order to clarify these processes, the thermodynamic calculations must be
carried out for conditions in which the reaction products remain adsorbed on the
catalyst. Since it is difficult to know the concentrations in the adsorbed layer, it was
found useful to assume them to be equal to those in liquid phase. Indeed, at 5008C, a
given volume of liquid contains approximately the same number of molecules as an
equal volume of gas under 100–200 bar. One plots in the same graph the equilibria
for the liquid and gaseous phases. At high pressures (100–200 bar) the equilibrium
curves for the two phases must intersect. Such plots are used in this book for
thermodynamic analysis of catalytic cracking and also for other catalytic processes.

The computation of the equilibrium concentrations for the case presented
below was performed by using the method given in the Chapter 1.2 [2], and taking
into account that for reactions in the liquid phase the constant b in Table 1.5 is equal
to zero.

Published thermodynamic constants were used [3]. For reactions in gaseous
phase, the constants for 800 K, which is close to the catalytic cracking, were used.
For reactions in liquid phase, the only available constants are for 298 K, and they
were used as such.

In order to characterize the behavior of various cuts or of certain classes of
compounds, some typical average values were used for the thermodynamic constants
�H8800 and �S8800.

The results of equilibrium calculations were plotted for the following types of
reactions:

Alkanes and alkenes cracking
Alkenes polymerization
Cycloalkanes ring opening and cyclization of alkenes
Dealkylation of alkyl-cyclanes
Dehydrogenation of cyclohexanes
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Dealkylation of alkyl-aromatics
Dealkylation of polycyclic hydrocarbons
Cracking of sulfur-containing compounds
Cracking of nitrogen-containing compounds

In the final part of this section, conclusions are formulated about the vapor
phase reactions that may take place during catalytic cracking, and about the reac-
tions that may lead to the formation of products that remain adsorbed on the surface
of the catalyst and are converted to coke.

6.1.1 Alkanes Cracking

The decomposition of butane, which was analyzed in Section 2.1, shows a conversion
at equilibrium of about 90% at atmospheric pressure and at a temperature of 5008C,
conversion which, at a pressure of 100 bar, decreased to about 20%.

The thermodynamic equilibrium taking into account for reactions of the form:

CðmþnÞH2ðmþnÞþ2 Ð CmH2mþ2 þ CnH2n

is analyzed in the following, for higher hydrocarbons, such as the normal and iso C6–
C20 paraffins. The calculations were performed for the extreme terms of the consid-
ered series of hydrocarbons, since their behavior allows one to draw the correct
conclusions for the intermediary terms of the series.

The selection of specific iso-alkanes was guided by the structure of the hydro-
carbons contained in the straight run gas oil: the monomethyl-derivatives are pre-
ponderant, the dimethyl- and ethyl-derivatives are present only in small amounts and
compounds with quaternary carbon atoms are absent.

Concerning the products, those resulting from catalytic cracking were the only
ones considered: the formation of hydrocarbons with less than 3 carbon atoms was
neglected; among alkenes, only those with double bond in position 1 were consid-
ered.

The heats of reaction and the variation of the entropies for the selected reac-
tions are:

(�H0
800)r

kcal/mol

(�S0800)r
cal/mol�degree

C20H42 Ð C3H8 + C17H34

C10H22 + C10H20

C17H36 + C3H6

18.93

18.60

18.61

33.62

34.23

33.91

C6H14 Ð C3H8 + C3H6 18.92 33.42

2-methyl-nonane Ð C6H14 + i-C4H8 16.03 32.66

3-methyl-nonane Ð C5H12 + 2-methyl-butene-1 15.81 33.13

4-methyl-nonane Ð C4H10 + 2-methyl-pentene-1 17.07 34.51

2,3-dimethyl-octane Ð C5H12 + 2-methyl-butene-2

Ð C4H10 + 2,3-dimethyl-butene-1

15.59

15.30

35.25

35.51

These data show the almost identical behavior of the C6–C20 n-alkanes, with
very small differences that depend on the products of the reactions (the first 4
reactions in the table).

Concerning the iso-alkanes, somewhat larger differences are observed between
the mono- and dimethyl-derivatives.
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By using the simplified method developed in Section 1.2 and the thermo-
dynamic constants given in the table above, the graph of Figure 6.1 for the equili-
briums of these reactions was plotted. In the graph, the straight lines of constant
conversion are shown for the values of 99% and 60%, which is enough for the
analysis of the results. As in the graphs within Section 1.2, the scale of the tempera-
ture in the ordinate is ascending.

Similar calculations were performed for the reactions in liquid phase, for which
thermodynamic constants were available, and which can be assimilated with reac-
tions in the adsorbed layer, namely:

C20H42 Ð C10H22 þ C10H20 ð�H0
298Þrl ¼ 19:32 kcal=mol

ð�S0298Þrl ¼ 24:27 cal/mol�degree
These data made it possible to plot the equilibrium (see Figure 6.1), correlated

with the equilibrium for the same reactions in gas phase.
The data plotted in this graph confirm the well-known fact [1] that in the

conditions for the catalytic cracking of distillates (temperatures of about 5008C
and pressure a little above atmospheric), the decomposition of alkanes is not limited
thermodynamically. The conversions at equilibrium are approximately 99% for n-
alkanes and over 99% for i-alkanes.

The equilibrium conversions in liquid phase are identical with those in vapor
phase at pressures of about 200–500 bar. They could be considered representative for

Figure 6.1 Alkanes and alkenes decomposition equilibrium. 1 – n-alkanes and n-alkenes, 2 –

methyl-nonane, 3 – dimethyl-octanes, 4 – equilibrium in adsorbed layer equivalent to liquid

state, x – conversion in molar fraction.

Copyright © 2003 by Taylor & Francis Group, LLC



those in the adsorbed film on the surface of the catalyst. Different from those in the
vapor phase, the conversions at equilibrium are in this case about 60% for n-alkanes
and a little higher for i-alkanes at temperatures of catalytic cracking.

6.1.2 Alkenes Cracking

As in the previous case, the following table contains the reactions considered and the
values of the heats and entropies of the reactions.

(�H0
800)r

kcal/mol

(�S0800)r
cal/mol�degree

C20H40 Ð 2C10H20

Ð C5H10 + C15H30

18.60

18.63

34.24

34.26

C6H12 Ð 2C3H6 18.61 33.61

The values are practically identical to those of alkanes having the same
structure.

The reaction of 1-dodecyl-hexene to 1-octene is taken as typical for reactions in
liquid phase.

C16H32 Ð 2C8H16
ð�H0

298Þrl ¼ 18:30 kcal/mol

ð�S0298Þrl ¼ 24:40 cal/mol�degree
Since the thermodynamic values are practically identical with those corre-

sponding to n-alkanes, the graph of Figure 6.1 is valid also for the equilibrium of
the decomposition reactions of alkenes.

6.1.3 Alkenes Polymerization

The reactions of polymerization of alkenes are of great importance especially since
the produced polymers adsorb on the catalyst and following further condensation
and dehydrogenation reactions, leading to the formation of coke.

The available heats of reaction and the variation of the entropies for some
representative dimerization reactions are listed in the following table:

(�H0
800)r

kcal/mol

(�S0800)r
cal/mol�degree

2C10 H20 Ð n-C20H40 –18.60 –34.24

2C8H16 Ð n-C16H32 –18.59 –34.23

2C5H10 Ð n-C10H20 –18.69 –34.29

2C4H8 Ð n-C8H16 –18.69 –33.49

2C3H6 Ð n-C6H12

Ð 2-methylpentene-1

Ð 3-methylpentene-1

Ð 4-methylpentene-1

Ð 2-methylpentene-2

Ð 3-methylpentene-2 cis

Ð 3-methylpentene-2 trans

Ð 4-methylpentene-2 cis

Ð 4-methylpentene-2 trans

Ð 2,3-dimethylbutene-1

Ð 2,3-dimethylbutene-2

–18.61

–20.84

–18.45

–19.71

–23.36

–22.88

–23.10

–20.60

–21.03

–21.05

–23.85

–33.61

–33.58

–33.48

–38.71

–35.99

–35.99

–35.18

–36.15

–36.16

–36.18

–40.54
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The first four reactions refer to the dimerization of n-alkenes with double
bonds in position 1 to dimers with the same structure. The rest of the reactions
refer to the dimerization of propene to all the possible hexane isomers, except
those that contain a quaternary carbon atom.

For reactions in the adsorbed layer, one takes into account the thermodynamic
data for the liquid phase. The following reaction was selected as representative:

2C8H16 Ð C16H32

for which the heat of reaction and the variation of the entropy are:

ð�H0
298Þrl ¼ �18:30 kcal/mol

ð�S0298Þrl ¼ �24:40 cal/mol�degree
All these data were used for plotting the dimerization equilibrium in Figure 6.2.
It must be remarked that the equilibrium conversions of the propene dimeriza-

tion reactions show important differences depending on the isomer produced.
Similar differences or possibly even more pronounced ones should exist for alkenes
having a larger number of carbon atoms. This statement cannot be verified directly
due to the lack of corresponding thermodynamic constants.

The graph of Figure 6.2 proves that in catalytic cracking (temperatures of
about 5008C and pressures lower than 3 bar), the polymerization reactions in
vapor phase are practically absent (conversions of about 1%). Concomitantly it is
shown that these reactions could achieve conversions of about 50% if they were

Figure 6.2 Equilibrium of alkenes dimerization. 1 – n-alkene 1C4-1C10, 2 – 2C3H6!3-

methylpentene 2-trans, 3 – 2C3H6!4-methylpentene 1. Between 2 and 3 2C3H6-other isomers,

4 – equilibrium in adsorbed layer or in liquid state, x – conversion in molar fraction.
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carried out in liquid phase or at pressures of the order 100 bar. This means that they
may take place in the adsorbed layer on the surface of the catalyst.

The polymerization of alkenes is also possible during the catalytic cracking of
heavy feedstocks in liquid or partial liquid phase.

6.1.4 Cycloalkanes Decyclization–Alkenes Cyclization

This analysis is limited to the breaking of rings with 5- and 6-carbon atoms, the only
present in significant amounts in crude oil fractions.

The reactions that are taken into account and the values of the respective
thermodynamic constants are presented in the following table:

(�H0
800)r

kcal/mol

(�S0800)r
cal/mol�degree

14.89 15.96

14.43

15:56

13.38

14:88

20.12 22.68

16.53 13.30

16.80 13.30

16.54 13.35

22.08 19.85

21.23 19.49

20.91 19.52

Taking into account that on acid catalysts tertiary ions are preferably formed,
only the breaking of the bond in the b-position to the tertiary carbon was taken into
account when examining the cracking of methyl-cyclopentane.

The lack of thermodynamic data for the higher methyl- and dimethyl-alkenes
prevented the use of the same reasoning for the hydrocarbons in the two final groups
of the table. In their case the data for n-alkene-1 were used, which constitutes of
course an approximation.

The following reaction was selected as being illustrative for reactions in liquid
phase:

ð�H0
298Þrl ¼ 22:69 kcal/mol

ð�S0298Þrl ¼ 18:80 cal/mol�degree
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Since the breaking of the ring takes place without a change in the number of
moles, the pressure does not influence the equilibrium. For this reason, x-t co-
ordinates were selected for these equilibria.

Figure 6.3 depicts this equilibrium for some vapor-phase reactions.
Calculations show that in liquid phase reactions, temperatures of 505 and

5398C are required in order to obtain a 1% equilibrium concentration of alkenes,
in the conversion of alkyl-cyclopentanes and alkyl-cyclohexanes, respectively. These
conversions correspond to those obtained in vapor phase at almost the same tem-
peratures. The graph of Figure 6.3 is actually valid for reactions in both vapor and
liquid phases.

From this graph it follows that the naphthenic rings are much more stable than
the alkanes and the alkenes chains, the extent of ring breaking having thermody-
namic limitations.

The lack of thermodynamic data hinders the extension of this analysis to bi-
and polycyclic cyclanes. Cyclization of the alkenes constitutes the reverse reaction to

Figure 6.3 Cyclanes decyclization equilibrium. 1 – cyclohexane! hexene 1, 2 – cyclopen-

tane! pentene 1, 3 – methylcyclopentane ! 2 or 4 methylpentene 1, 4 – higher-alkylcyclo-

hexanes ! alkenes 1, 5 – higher-alkylcyclopentanes ! alkenes 1.
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the breaking of the rings. Examination of Figure 6.3 allows the formulation of the
following conclusions: 1. Thermodynamic calculations indicate that at temperatures
of catalytic cracking the cyclization of the alkenes can take place with high conver-
sion, about 80% for cyclization in methylcyclopentane or cyclohexane and up to
94–98% for cyclization in their homologues; 2. The probability of formation for
rings with five and six carbon atoms is basically the same.

6.1.5 Dealkylation of Cycloalkanes

Taking into account the reaction mechanism and the available thermodynamic data,
heats and the entropies of reaction were calculated for the following reactions:

(�H0
800)r

kcal/mol

(�S0800)r
cal/mol�degree

21.63 32.53

18.48 33.86

18.49 34.17

20.66 32.25

17.44 33.61

17.43 33.88

For reactions in liquid phase, the heaviest hydrocarbon was taken into account
for which thermodynamic data were available:

ð�H0
298Þrl ¼ 18:96 kcal/mol

ð�S0298Þrl ¼ 24:02 cal/mol�degree
The graph of Figure 6.4 is based on these data.
In order to correctly compare the equilibrium conversions in the two phases,

the equilibrium conversion in gaseous phase for the same hydrocarbon and reference
temperature was also calculated:

ð�H0
298Þr ¼ 18:78 kcal/mol

ð�S0298Þr ¼ 36:49 cal/mol�degree
The insignificant differences between these values and the thermodynamic con-

stants for 800 K, which were calculated before, prove that no errors were introduced
when, due to the lack of thermodynamic data for the liquid state at 800 K different
reference temperatures for the equilibrium in the liquid phase (298 K) and in the
vapor phase (800 K) were used.

Examination of Figure 6.4 allows the conclusion that according to thermody-
namic calculations the dealkylation of cycloalkanes can be carried out to completion
in vapor phase at the temperatures and pressures of catalytic cracking but it is
limited to a conversion of about 70% for the hydrocarbons adsorbed on the catalyst
or for reactions in liquid phase.
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6.1.6 Dehydrogenation of Cyclohexanes

The following reactions were taken into account:

(�H0
800)r

kcal/mol

(�S0800)r
cal/mol�degree

52.70 96.31

51.75 94.89

50.82 94.82

50.57 95.25

Figure 6.4 Alkylcyclanes dealkylation equilibrium.
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50.14 95.32

50.15 95.34

There are only minimum differences between the thermodynamic constants of
these reactions. Therefore the graph for the dehydrogenation equilibrium of methyl-
cyclohexane given in Figure 2.7 can be considered as representating all these reac-
tions also. Thus, in the conditions of catalytic cracking the equilibrium is completely
shifted towards dehydrogenation.

For the dehydrogenation of butyl-cyclohexane in liquid phase, one obtains:

ð�H0
298Þrl ¼ 47:63 kcal/mol

ð�S0298Þrl ¼ 87:95 cal/mol�degree
These values are similar to those for the vapor phase reactions and, accordingly

also here, the equilibrium is completely displaced towards dehydrogenation. In fact,
the escaping into the vapor phase of the hydrogen formed in the liquid phase reac-
tion displaces this equilibrium further to the right.

6.1.7 Dealkylation of Alkylaromatics

The following reactions were taken into consideration:

(�H0
800)r

kcal/mol

(�S0800)r
cal/mol�degree

24.48 29.31

21.70 30.24

21.99 30.50

21.95 30.47

21.84 31.89

19.07 33.08

19.02 33.45

17.97 31.35

17.65 31.95

The following reactions were selected as representative of the chemical trans-
formations in liquid phase:

(�H0
298)rl

kcal/mol

(�S0298)rl
cal/mol�degree

21.57 18.75

18.82 22.43

16.67 18.77
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For the liquid phase the values are less accurate than for the gas phase. The
entropy value S8298 ¼ 124.24 cal/mol�degree for decyl benzene was obtained by
extrapolation. Since this value is the same in calculations for all the examined reac-
tions, the comparative results are not affected.

All these values were used for plotting the equilibrium parameters for the
considered reactions in Figure 6.5.

The examination of this graph leads to the conclusion that the dealkylation
reactions with the formation of benzene and alkene are thermodynamically less
probable that those that lead to the formation of toluene and alkene or styrene
and alkane.

If the last two reactions were carried out in vapor phase, at the conditions of
temperature and pressure for catalytic cracking, the equilibrium conversion would
reach between 95% and 99%.

Figure 6.5 Alkyl-aromatics dealkylation equilibrium.
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In liquid phase, which is equivalent to pressures of the order of 200–300 bar
when operating in vapor phase, the conversions at equilibrium are 50% for deal-
kylation with formation of toluene or styrene and only 10% if benzene is formed.

From here, an important conclusion is that dealkylation produces styrene and
derivatives adsorbed on the catalyst, which may be important coke precursors.

6.1.8 Dealkylation of Polycyclic Hydrocarbons

The only available thermodynamic data are for alkyl-naphthalenes. On their basis,
the following reactions may be analyzed:

(�H0
800)r

cal/mol

(�S0800)r
cal/mol�degree

18.80 32.41

21.61 31.28

18.80 32.40

21.97 31.60

The data show that the position of the alkyl group exercises little influence
upon thermodynamic properties.

The calculations show that at 4908C and atmospheric pressure the conversions
reach 99% if methyl-naphthalenes are formed and of 90% if dealkylation results in
the formation of naphthalene.

As in the case of alkyl-benzenes, thermodynamics favor the formation of
methyl-naphthalene derivatives. Also, as in the case of alkyl-benzenes, the formation
of hydrocarbons with unsaturated side chains similar to styrene is expected. No data
is available for confirming this.

6.1.9 Cracking of S-Containing Compounds

6.1.9.1 Decomposition of Sulfides

The sulfides are decomposed according to the reaction:

Sulfide Ð Mercaptan + alkene

The following reactions were considered and the parameters needed for
thermodynamic analysis were calculated:

(�H0
800)r

cal/mol

(�S0800)r
cal/mol�degree

CH3 – S –C19H39 Ð CH3SH + C19H38 17.54 33.59

CH3 – S –C5H11 Ð CH3SH + C5H10 17.57 33.63

CH3 – S –C4H9 Ð CH3SH + C4H8 17.57 33.21

CH3 – S –C3H7 Ð CH3SH + C3H6 17.80 33.91
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CH3 – S –C2H5 Ð CH3SH + C2H4 20.53 32.51

C2H5 – S –C2H5 Ð C2H5SH + C2H4 20.67 33.99

C3H7 – S –C3H7 Ð C3H7SH + C3H6 17.44 35.01

C4H9 – S –C4H9 Ð C4H9SH + C4H8 17.97 35.22

C5H11 – S –C5H11 Ð C5H11SH + C5H10 18.06 35.96

C10H21 – S –C10H21 Ð C10H21SH + C10H20 18.03 35.92

The plots of Figure 6.6 are based on these values. The thermodynamic results
indicate that the conditions of catalytic cracking favor the complete decomposition
of sulphides to mercaptans and alkenes.

6.1.9.2 Decomposition of Mercaptans

The following reactions were selected for analyzing the behavior of mercaptans:

(�H0
800)r

cal/mol

(�S0800)r
cal/mol�degree

C2H5SH Ð H2S + C2H4 15.50 30.67

C3H7SH Ð H2S + C3H6 12.66 31.63

C5H11SH Ð H2S + C5H10 12.30 31.32

C20H41SH Ð H2S + C20H40 12.25 31.29

Figure 6.6 Equilibriums of sulfites decomposition to mercaptans and alkenes. The sulfites:

1. CH3�S�C2H5; 2. CH3�S�C3H7- - -CH3�S�C19H39; 3. (C2H5Þ2S; 4. (C3H7Þ2S; 5. (C4H9Þ2S;
6. ðC5H11Þ2S- - -(C10H21Þ2S. x – conversion in molar fraction.
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Following the same procedure as in the previous cases, the parameters for
thermodynamic equilibrium were plotted in Figure 6.7.

From the plotted data it results that during the catalytic cracking, the thermo-
dynamics favor the complete conversion of mercaptans to alkenes and hydrogen
sulfide.

6.1.9.3 Decomposition of the Cyclic Compounds With Sulfur

The available thermodynamic data allow the examination of the thermodynamic
equilibrium of the following reactions:

(�H0
800)r

cal/mol

(�S0800)r
cal/mol�degree

30:48 44:31

28:24 48:93

Figure 6.7 Mercaptans and cyclic sulfur compounds decomposition equilibrium.

1. C2H5SHÐ C2H4 þH2S; 2. C3H7SHÐ C3H6 þH2S; 3. CnH2nþ1 SHÐ CnH2n þH2S

for n ¼ 5�20; 4. Ð1,3 C4H6 þH2S; 5. Ð 1,3 C5H8 þH2S; x – conversion in

molar fraction.
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The results of the calculations made on the basis of these data are presented in
the graph of Figure 6.7.

It results that the cyclic compounds with sulfur are much more stable than the
aliphatic compounds. Thiophen and its derivatives are even more stable.

6.1.10 Cracking of Nitrogen-Containing Compounds

6.1.10.1 Decomposition of Primary Amines

The following reactions were considered:

(�H0
800)r

cal/mol

(�S0800)r
cal/mol�degree

C2H5NH2 Ð NH3 + C2H4 12.42 30.31

C3H7NH2 Ð NH3 + C3H6 10.76 31.61

C4H9NH2 Ð NH3 + C4H8 (1) 10.58 31.59

sec-C4H9NH2 Ð NH3 + C4H8 (1)ÐNH3 + C4H8 (2)

13.40

11.05

34.36

31.77

tert-C4H9NH2 Ð NH3 + i-C4H8 12.71 33.88

These data and the plots of Figure 6.8, indicate that from a thermodynamic
point of view, the primary amines are very reactive and may decompose completely
at temperatures as low as 200–3008C.

6.1.10.2 The Decomposition of Diethyl- and Triethyl-amine

The following reactions were considered:

(�H0
800)r

cal/mol

(�S0800)r
cal/mol�degree

18.26 35.49

18.25 38.40

These compounds are slightly more stable than the primary amines. However,
their complete decomposition (99%) is thermodynamically possible at temperatures
of 3858C to 3228C (Figure 6.8).

6.1.10.3 The Decomposition of Pyridine

Pyridine is decomposed according to the reaction:

(�H0
800)r

cal/mol

(�S0800)r
cal/mol�degree

18:03 42:85

According to these data, the decomposition of pyridine is thermodynamically
possible with essentially complete conversion at temperatures of above 2408C
(Figure 6.8).
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6.1.11 Conclusions

The above analysis of the reactions taking place in catalytic cracking allow the
formulation of several conclusions on the directions of the thermodynamically pos-
sible transformations of substances in vapor phase, and of those which are adsorbed
on the catalyst and lead to the gradual formation of coke.

Concerning the reaction in vapor phase, simple conclusions can be made on
basis of the graphs of Figures 6.1–6.8, which take into account the process condi-
tions in catalytic cracking reactors: temperatures ranging from 470–5208C, and
pressure slightly above atmospheric.

In these conditions, thermodynamics do not limit the decomposition of alkanes
and alkenes. The thermodynamic probability of decomposition is actually the same
for both classes of hydrocarbons.

Also, neither the breaking off of alkylic chains attached to aromatic rings, nor
the dehydrogenation of the cyclo-alkane rings of six carbon atoms to aromatic rings
are limited from the thermodynamic point of view.

Figure 6.8 Nitrogen compounds decomposition equilibria. 1. C2H5NHÐ C2H4 þNH3; 2.

C3H7NH2 Ð C3H6 þNH3; or C4H9NH2 Ð C4H8ð1Þ þNH3; 3. sec-C4H9NH2 Ð
C4H8ð1Þ þNH3; 4. sec-C4H9NH3 Ð C4H8ð2Þ þNH3; 5. tert-C4H9NH2 Ð i-C4H8 þNH3;

6. ðC2H5Þ2NH Ð C2H5NH2 þ C2H4; 7. ðC2H5Þ3N Ð (C2H5Þ2NHþ C2H5; 8. Ð 1,3

C4H6 þNH3. x – conversion in molar fraction.
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The cracking of the cyclo-alkane rings has a low thermodynamically probability
and occurs with equilibrium conversions of only 3–15%. On the other hand, reaction
conditions favor the dehydrogenation of cyclo-alkanes with 6 carbon atoms. The
cyclo-alkane rings of 5 atoms will be either isomerized and dehydrogenated, or
cracked. Therefore the cracking occurs with preference for the 5 carbon atoms rings.

The decomposition of alkane-thiols, dialkyl-sulphides, and alkyl-amines is not
limited by thermodynamics. The sulfur-containing heterocyclic compounds and the
dialkyldisulfides seem to be more resistant, but the available thermodynamic data
are not sufficient for a satisfactory analysis.

The polymerization of the alkenes is essentially impossible in vapor phase, in
catalytic cracking conditions. It can take place only in liquid phase or in the
adsorbed layer on the surface of the catalyst.

In all the cases where the reactions are not limited by thermodynamics, the
conversions of various compounds will be determined by the relative reaction rates,
that is, by the kinetics of the process.

All these conclusions are in agreement with those expressed previously in other
works [1,4,5] and have as their purpose only to complete and emphasize some
quantitative aspects.

More complex and so far less explained is the thermodynamics of the reactions
within the layer adsorbed on the catalyst. They lead to substances which are not
desorbed but generate coke.

Thermodynamics show that the cracking of alkanes and alkenes, that are
adsorbed on the catalyst can not exceed a conversion of 60% while the polymeriza-
tion of alkenes can proceed with conversions of up to 50%. The breaking off of the
side chains to the cyclo-alkanes with formation of alkenes can reach conversions of
70%. The de-alkylation of alkyl-aromatic hydrocarbons in the adsorbed layer can
reach conversions of 50%. The breaking-off of side chains with formation of benzene
has low thermodynamic probability. The dealkylation in the case of aromatics with
unbranched side-chains leads, with thermodynamically equal chances, to the forma-
tion of toluene or of styrene. The dehydrogenation of cyclo-alkanes can exceed
conversions of 99%.

These reactions that are fundamental different than those occurring in vapor
phase explain fully the thermodynamically favored formation (by polymerization,
dehydrogenation, and condensation reactions) of hydrocarbons with high molecular
mass that do not desorb from the surface of the catalyst and lead eventually to the
formation of coke.

The assumption made in the above deductions and calculations that the con-
ditions within the adsorbed layer and those within the liquid phase are similar to
those for vapors at pressures of the order of 100–200 bar seem realistic. In fact, the
graphs show that the equilibrium conversions in the liquid phase are identical with
those in vapor phase at pressures of the order 200–400 bar. The exact value depends
on the reaction taken into consideration.

The thermodynamic analysis of the phenomena occurring in the adsorbed layer
could be more detailed if thermodynamic data were available for bi- and polycyclic
aromatic and naphthen-aromatic hydrocarbons and other more complex structures.

Thermodynamic analysis of the catalytic cracking of residues is much more
difficult, first of all because no the thermodynamic constants are available for specific
compounds contained in such fractions.
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The fact that in this case the reactions take place in liquid phase allows one to
extend to catalytic cracking of the residues the conclusions previously established
concerning the direction of the reactions and the thermodynamic limitations that are
specific to the reactions in liquid phase and in the adsorbed layer.

Thus, different from the processes in vapor phase, the decomposition reactions
of the aliphatic hydrocarbons and the dealkylation of the cyclic ones will encounter
thermodynamic limitations corresponding to conversions of 50–70%. The polymer-
ization of alkenes can take place with conversions up to 50%. The dehydrogenation
and possibly condensation reactions will be probably favored.

6.2 CRACKING CATALYSTS

The catalytic activity of aluminum chloride in the cracking of crude oil fractions was
established in 1915–1918 by A.M. McAfee in the U.S. [16] and simultaneously by
N.D. Zelinskyi in Russia [7]. Following the construction of a pilot plant at Kuzovsk
[8] in the years 1919–1920, the process was abandoned owing to the excessive con-
sumption of aluminum chloride [9].

The catalytic action of clays was discovered in 1911 by Ubbelhode and
Voronin [10] and was followed by the implementation in 1928 by A.J. Houdry of
their acid activation [6]. The difficulties related to the large deposits of coke on the
catalyst delayed commercialization until 1936, by A.J. Houdry for Socony-Vacuum
Oil. The coking problem was solved by the cyclic regeneration of the catalyst by
means of burning the coke deposited thereon.

From that date on, cracking catalysts knew a rapid evolution, marked by the
development and by the application at commercial scale of steadily improved types
of catalysts:

1936 The use of activated natural clays

1940 The first catalyst of synthetic silica alumina (Houdry Process Corporation)

1946 First time use of microspherical catalysts

1950 Development and general use (1956) of catalysts with more than 25% Al2O3

1958 Development and commercialization (1960) of catalysts with 25–35% kaolin

incorporated in the silica-alumina

1959 The synthesis and commercialization of Y zeolites

1962 First time use of zeolitic catalyst in catalytic cracking

1964 Inclusion of zeolite in a matrix

1964 Development of ultrastable catalysts (USY) and of those promoted with rare earths

(REY)

1974 Additives of promoters for the combustion of CO to CO2 in regenerator

1974 Additives for the fixation of SO2 in the regenerator and its elimination as H2S, in

the reactor

1975 Catalyst passivation against nickel poisoning

1978 Catalyst passivation against vanadium poisoning

1983 Performance improvement by treating the catalyst with (NH3)2SiF6

1986 Use of ZSM-5 – type additives for octane number enhancing

1988 Silicon enrichment by means of silicones (catalysts of the type LZ 210)[11]

1992 The experimentation in the U.S. and in Europe of the ALPHA and BETA

catalysts.
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Simultaneously, starting in 1980, in the U.S., residues were incorporated in
catalytic cracking feed. Thus, in 1989–1990 the feed to FCC units could have 5%
Conradson carbon and 10 ppm Ni+V [12]. These limits were almost doubled during
the following years.

The catalytic cracking of residues poses special problems for the catalysts,
mainly with reference to pore structure, passivation against poisonings, etc. The
specific issues of these catalysts will be treated separately towards the final part of
this chapter.

6.2.1 Activated Natural Clays

Despite the fact that activated natural clays have not been used as cracking catalysts
for a long time, awareness of their characteristics is important since natural clays
continue to be included in the composition of synthetic catalysts in order to reduce
their cost. This technique, initially used in the production of silica alumina catalysts,
is used today on a large scale in the production of zeolitic catalysts.

Montmorillonites, were the first natural clays used as cracking catalysts. They
were activated by treating with diluted sulfuric acid or hydrochloric acid in order to
increase the specific surface and the porosity. In the same time, the alkaline metals
were eliminated together with a portion of the iron, which by reacting with sulfur
compounds present in the feedstock, would decrease the activity of the catalyst [13].

Despite all the improvements brought to the activation including the use of
special treatments [1], the stability of montmorillonite catalysts is insufficient and
they were replaced by kaolin-based catalysts.

The kaolins, with a content of max. 2.5% Fe2O3, are activated by calcination in
reducing medium, often in a fluidized bed in an ascendant current of flue gases,
generator gas, or a mixture of methane and steam [1].

Catalysts obtained in this way have satisfactory stability and mechanical resis-
tance.

6.2.2 Synthetic Silica-Aluminas

Silica is completely deprived of catalytic activity. The activity appears and increases
after aluminum atoms are incorporated in its structure [11]. The Si–O–Al bonds that
are formed confer acidity and therefore activity to the catalyst.

The first synthetic catalysts produced contained about 13% Al2O3.
The desire to increase the activity and the stability of the catalysts led to the

production, at the end of the year 1950 of catalysts with about 25% Al2O3 content.
In the same time, catalysts of magnesia-silica were developed that produced

higher gasoline yields with a lower octane number.
A comparison between the performances of natural catalysts and of classic

synthetic ones containing aluminum or magnesium is given in Table 6.1 [14].
In order to reduce the price of the catalyst, kaolin was incorporated in its

structure by dispersing 25–35% kaolin in the gel of silica-alumina. Such catalysts,
called semisynthetic, were cheaper but were less active and had lesser mechanical
resistance. Besides, a significant amount of unreacted products remained adsorbed
on the catalyst after stripping and had to be burnt in the regenerator, which
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decreased the process performance. A catalyst of such a type (Sm-3-S/S) was com-
mercialized by the firm Davidson in 1958 [14].

Socony-Mobil Co. used additions of chrome oxide for activating coke burning,
a process used on large scale in the following years for the activation of zeolitic
catalysts.

Several methods for the production of the synthetic silica-alumina catalysts
were used [15,17]. One of the methods performs the coprecipitation of sodium silicate
by soluble aluminum salts, usually aluminum sulfate. The two solutions mix by
converging into a Y-junction, then discharged into a heated oil bath, obtaining a
catalyst shaped as balls, or the mixture is pulverized in an oil solution to produce a
microspherical catalyst.

The following steps are washing, elimination of the Na+ ion, drying, and
calcination. Details concerning this method were described earlier by the author [1].

In a variation to this method, the silica-alumina gel formed from mixing the
two solutions is aged, followed by filtration, washing, and ion exchange for removing
the Na+ ion. A predrying step follows, during which various promoters are added:
metal promoter for regeneration and hydrofluoric acid, or fluorides for increasing
the activity [4]. Finally, the microspheric shape is obtained by the atomization of the
catalyst slurry in a rising flow of warm air.

Still, another method impregnates the silica hydrogel with a solution of alu-
minum sulfate followed by hydrolysis and the precipitation of aluminum with an
aqueous ammonia solution. The resulted silica-alumina hydrogel is washed, dried,
and calcined [18].

The catalysts obtained by all the above methods have a content of about 13%
Al2O3. An increase of the Al2O3 up to 25–30% is obtained by impregnation with
soluble aluminum salts, precipitation with ammonia, washing, drying, and calcina-
tion.

Table 6.1 Pilot Plant Fluid Catalytic Cracking at Some

Conversion on Natural and Synthetic Catalysts

Yields and gasoline

quality

Synthetic catalysts Natural catalysts

13%

Al2O3 Mg-Si

Filtrol

58

Filtrol

SR

C1C3, wt % 6.4 5.0 7.0 6.8

C4H10, vol % 9.0 5.1 6.9 7.8

C4H8, vol % 7.0 4.9 7.1 6.3

Gasoline, vapor tension,

517 mm, vol %

46.9 57.2 49.3 49.0

Gas oil, vol % 40.0 40.0 40.0 40.0

Coke, wt % 3.4 3.4 3.6 3.4

Gasoline ON research 93.7 90.3 89.9 92.8

Gasoline ON motor 81.0 78.6 79.2 80.5

Feed: gas oil, d ¼ 0:882.
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6.2.3 Nature of Acid Sites

From the facts presented in the previous paragraph one may deduce that the cata-
lytic activity of synthetic silica-alumina is due to the simultaneous presence of alu-
minum oxide and silicon oxide in a structure obtained by concomitant precipitation
or by the formation in other ways of a mixed gel that contains both oxides.

The silicon dioxide has a tetrahedral structure with the oxygen atoms occupy-
ing the vertices of the tetrahedron, while those of silicon, the centers. The inclusion in
the network of aluminum atoms, by the substitution of some of the tetravalent
silicon atoms by trivalent aluminum atoms results in negative charges at the alumi-
num atoms. These are compensated by sodium cations, which were contained in the
salts used for preparing the hydrogel (Figure 6.9).

The sodium cations are exchanged by ammonium cations. During the calcina-
tion step, the latter are decomposed, releasing ammonia, while the protons remain in
the oxide lattice and constitute the acid centers, which are catalytically active.

The acid properties of the silica-alumina catalysts were first noticed by Gayer
in 1933, while the explanation of the inclusion of the aluminum atoms in the tetra-
hedral network of silicon dioxide was given by Ch. Thomas in 1949 [19]. The acid
character of natural clays was demonstrated as early as in 1891 by V.I. Vernadski
[20].

Despite the agreement that prevails concerning the acid character of the silica-
alumina catalysts, the structures that confer this character are still debated.

Several of the proposed representations for the acid sites of silica-aluminas are
depicted in Figure 6.10. The representation of Figure 6.10a corresponds to the
structure imagined by Ch. Thomas, described previously but which was not con-
firmed by spectroscopic studies.

Figure 6.9 Alumo-silica gel structure. * = Oxygen atoms.
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Much more probable are considered the crypto-ionic forms, isomers of struc-
ture a of Figure 6.10, in which the aluminum and the silicon atoms or only the silicon
atom are bound to acid hydroxyl groups (Figures 6–10b and c), susceptible to behave
as hydrogen donors, thus as acids of the Brönsted type. The electronic deficiencies of
the trivalent aluminum atoms contained in structures of the type of Figure 6.10c can
generate acid centers of the Lewis type, Figure 6.10d. There are other representa-
tions, related to defects in the network of tetrahedrons, which explain the presence of
the acid centers on the surface of silica-alumina [4], and still other representations
concerning the possible structures of the acid centers [8].

The existence of both types of centers was experimentally proven by using the
chemisorption of 2,6-dimethyl-pyridine and of the Hammett indicators, with the
determination of the corresponding adsorption isotherms [21]. The fact that the
2,6-dimethyl-pyridine is adsorbed preferably on Brönsted centers and after heating
to 3808C remains adsorbed exclusively on these centers, whereas the Hammett indi-

Figure 6.10 Opinions about alumo-silica acid centers. (From Ref. 4.)
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cator is adsorbed on both (Lewis and Brönsted) types of acid centers, made possible
their separate identification. From the adsorption isotherms the distribution of the
acidity of the centers was determined. The conclusion was reached that both types of
acid centers, are present: the Brönsted proton centers show a broader distribution of
the acidity, while the aprotic centers of the type Lewis have a narrower one.

6.2.4 Zeolite Catalysts

Catalysts containing Y zeolites were first introduced in 1962 by Mobil Oil Co. and
found widespread utilization. They displaced completely the natural and synthetic
catalysts used previously�.

The properties and the performance of zeolitic catalysts has undergone con-
tinuous improvements with respect to the synthesis of zeolites, to the matrices used,
to the additives, and to improvements by means of treatment of the produced
catalyst. This activity goes on at a fast pace and is the object of a considerable
number of publications and patents.

The characteristics of the zeolitic catalysts, the methods used for their improve-
ment, and the additives used are closely tied to the nature of the process and the
operation conditions of the fluid catalytic cracking. For a more ample documenta-
tion in the domain of the zeolites, the monographs published by J. Scherzer [6] and
B.C. Gates [22] are recommended.

The catalysts for catalytic cracking on the basis of zeolites contain several
components:

The zeolite Y, usually together with rare earths oxides
The matrix which may be inert or catalytically active
The promoters and additives that improve the performance of the catalyst and

that may be introduced during the actual synthesis of the zeolite or of the
matrix.

6.2.4.1 The Zeolite

The zeolite is mainly responsible for the activity, selectivity, and stability of the
catalyst.

Among the synthetic zeolites the faujasites X and Y, the ophertites, the mor-
denites, and the erionites showed catalytic activity in the cracking process. Among
these only the first two, but especially the faujasites Y which has a superior stability,
have been used for the production of cracking catalysts. Thus, a catalyst of the
classic type such as faujasite Y, which was submitted to ionic exchange with rare
earths, preserves its crystalline structure after treatment during 12 hours with 20%
steam at a temperature of 8258C, whereas a faujasite X prepared in the same way
loses its crystalline structure after this treatment [11].

The basic structure of the zeolites X and Y is, as in classic synthetic catalysts,
formed by groups of tetrahedrons with the aluminum and silicon atoms occupying
their centers and the oxygen atoms the vertexes. In the case of zeolites, the groups of
tetrahedrons form in fact regular structures of stumped octahedrons, known under

* In 1968, 85% of the catalytic cracking plants in the U.S. and Western Europe used catalysts on the basis

of zeolites. Today, zeolites are used exclusively.
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the name of sodalite cage. Each sodalite cage has 8 hexagonal sides, constructed of 6
tetrahedrons and 6 square sides constructed of 4 tetrahedrons, 24 vertexes and 36
edges (see Figure 6.11a).

The A-type molecular sieves have the basic element formed of four sodalite
structures, the square faces of which are joined by prisms (see Figure 6.11b). In the
type X- and Y-zeolites, the basic element is formed of six sodalite structures, the
hexagonal faces of which are joined by prisms (see Figure 6.11c).

As a result of this difference in their structures, the cavities inside the X and Y
zeolites have a mean diameter of 13 Å that communicate with the outside through
7.4 Å openings, whereas the type A molecular sieves have the inlet openings of 3 Å
for the potassium form and 4 Å for the sodium form.

Figure 6.11 Structure of zeolites. a – sodalite, b – molecular sieve A, c – faujasite.
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The inlet orifices in the X- and Y-zeolites allow the access of naphthalene
molecules, whereas the type A molecular sieves allow exclusively the access of n-
alkanes. Thus, basically the hydrocarbons contained in the atmospheric gas oil and
the vacuum gas oil have access to the acid centers situated inside the cages of the X-
and Y-zeolites.

Figure 6.12 [23] shows the sizes of the cavities and of the access openings of
various types of zeolites, together with the necessary size for access through the pores
of different types of hydrocarbons. This allows a more detailed examination of the
size restrictions that can occur.

The raw formula of an elementary cell of a X- or Y-zeolite can be written as:

Nan ðAl2O3ÞnðSiO2Þ192�n

 � �mH2O

wherein m is approx. 250–260, and n has values ranging from 48–76 for Y-zeolites
and between 77–96 for X-zeolites.

The study of zeolites by X-ray diffraction and by nuclear magnetic resonance,
allowed the determination of the location of the cations that compensate the negative
charges of the AlO4-tetrahedrons. These locations are shown in Figure 6.13 [13].
Four types of acid sites exist, depending on the location they occupy within the
crystalline structure of the faujasite: Sites I are situated inside the hexagonal prisms
and I0 are situated inside the sodalite cages; sites II are situated inside the internal
cavity of the zeolite in the proximity of the free hexagonal opening, while II0 is
located farther from these orifices.

It is easy to ascertain that sites II and II0 being easy accessible, are strongly
involved in the catalytic reactions, whereas sites I and I0, being accessible with
difficulty, have a more reduced catalytic role.

Figure 6.12 Cavities and orifices size, compared to molecules size (From Ref. 23.)

Copyright © 2003 by Taylor & Francis Group, LLC



The synthesis of the X- and Y-zeolites is the object of a large number of
publications and patents [24–35]; the examination of these methods of production
exceeds the frame of the present book.

In principle, the zeolites of type Y are obtained by coprecipitation, starting
from solutions of sodium silicate and aluminate in a strong basic medium (pH =
12–13) of the aluminosilicate gel. Maturation takes place during 5–10 hours at
temperatures of 100–1258C, followed by filtration, washing, and drying at a tem-
perature of about 1508C. The characteristics of the obtained zeolite depend to a large
extent on the initial concentration of the solution of sodium silicate, on the amount
of acid added to cause the gelation, on the manner and the conditions in which the
aluminum salts are added, as well as on the conditions, the duration, and the
maturation temperature.

Finally, the zeolite is obtained as sodium salts, which, contrary to the amor-
phous synthetic alumo-silica catalysts, possess an intrinsic catalytic activity. Ion
exchange is necessary in order to increase activity.

Ion exchange for replacing sodium by ammonium, followed by its decomposi-
tion with elimination of ammonia, as practiced in the case of amorphous synthetic

Figure 6.13 Positions of acid centers within elementary faujasite cell.
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catalysts, cannot be applied for many zeolites. During such a treatment, the zeolites
tend to decompose and to lose their crystalline structure.

As a result of this situation, the zeolite catalysts of high activity are obtained by
substituting bivalent cations (Ca, Mg, Mn), but especially trivalent cations such as
the rare earths for the sodium ions. The polyvalent ions contribute to the stabiliza-
tion of the crystalline network, which becomes resistant to the prolonged exposure to
temperatures of 850–9008C. Concomitantly, they contribute to the formation of
strongly acidic sites that catalyze intense cracking reactions. The mechanism pro-
posed for explaining these phenomena is given in Figure 6.14 [4]. As result of the ion
exchange between the trivalent cation and the negative charges of the aluminum
atoms important bipolar moments are formed, together with the generation of
intense electric fields. The electrical induction, produced by these fields modifies
the electronic distribution, emphasizing the acidic character of the active catalytic
sites.

As result of the treatment with rare earths, the catalysts on the basis of Y-
zeolites will acquire a much higher number of acid sites of stronger acidity than the
amorphous synthetic alumo-silicate catalysts. Nevertheless, these differences cannot
explain fully the much higher activity of the zeolite catalysts. But what is actually
important is that by using the proper synthesis method and by making use of the ion
exchange with rare earths, the resulting catalysts are up to 10,000 times more active
than the amorphous, synthetic alumo-silicates.�

6.2.4.2 Matrices and Binders

There are two main reasons that determine the use of matrices in which zeolite is
incorporated. First, the excessive catalytic activity of the zeolites makes them unsui-
table for use in units designed for conventional catalysts. The enormous difference

Figure 6.14 Catalyst active centers following sodium substitution by cerium. (From Ref. 4.)

* For comparison of activity the test of cracking of n-hexane was used.
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between the activities of the two types of catalysts would require profound modifica-
tions to the working conditions and an expensive retrofitting of the units. The second
reason is the relative high cost of the zeolite, which, owing to the losses by erosion
would increase operation expenses. By incorporating the zeolite in a matrix, the cost
of the catalyst is reduced by approximately a factor of 15 relative to the price of the
zeolite while also obtaining a catalyst resistant to attrition.

The zeolite is incorporated into the matrix at a rate of 5–16%, as particles
having a mean diameter between 2 and 20 m. The matrix consists of solid particles,
which may be natural components such as kaolin, or synthetic components. It
represents 25–45% of the total weight of the catalyst. The balance is the binder,
which ensures the uniform dispersion of the components within the catalyst particle,
the final shape of the particles, and to a large extent, its resistance to attrition.

Recent studies [237] recommend to reduce the size of the zeolite crystals to
0:1 m. A reduction in size from 1 m to 0.1 m increased the reaction rate and produced
a gasoline with more alkenes and less aromatics [237].

The matrix may or may not have its own catalytic activity.
The molecules of gas oils with distillation end points below 4808C can pass

through the 7.4 Å openings of the pores of the zeolite and therefore they will crack at
the active sites within them. In this, the matrix does not have to possess its own
catalytic activity and inert matrices are used.

Quite different is the situation of feeds with distillation end points in excess of
4908C, the heavy components of which have kinetic diameters of 10–100Å. Since
these cannot enter the pores of the zeolite, and since the accessible active sites on its
outer surface represents only about 3% of the total, it is necessary that the matrix is
catalytically active on its own.

The catalytic activity of the matrix should not exceed the level required
by the initial decomposition of the heavy molecules. The products generated in
this first decomposition will diffuse into the pores of the zeolite where the reaction
will continue on the catalytic sites. This will ensure improved selectivity (see
Chapter 6.3).

The catalytic activity of the matrix may be due to the solid particles used for its
production or to the binder.

The clays, which are usually the solid particles used, may be catalytically active
or not, as discussed in Section 6.2.1, describing the natural catalysts. They may
become catalytically active after the treatment to which the produced catalyst is
submitted.

An example of a catalyst with a catalytically active matrix is that containing
pseudo-boehmite [36]. This, at temperatures in excess of 3208C, is transformed into a
form g, very active, which possess both acid sites and hydroxy groups.

If the solid material used as a matrix is the only one having catalytic activity,
the desired level of catalytic activity may be ensured by using adequate proportions
of catalytic active material and inert material.

The binder may also be catalytically active. Thus, in the time period 1960–1972
the zeolite was incorporated in alumo-silica gels that had the composition of
amorphous catalysts. Later on, the used mixtures of such gels with clay were similar
to those used for the production of the amorphous semisynthetic catalysts.

At present, matrices containing a catalytically active binder are no longer in use
[37]. Instead, catalytically inactive silica hydrosol is used, which ensures an improved
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resistance to attrition and a better selectivity for the produced catalysts. The better
selectivity is the result of the fact that the cracking reactions will take place exclu-
sively on the zeolite when the matrix is made of inert materials, or mostly on the
zeolite when the presence of heavy fractions in the feed requires that the matrix also
possess a catalytic activity.

The compositions and properties for several typical matrices are given in Table
6.2 [37].

Detailed information concerning the preparation and characteristics of
matrices produced by various methods and using various binders are given in
J. Scherzer’s monograph [6].

In all cases, the matrices must possess sufficient porosity and pore size distri-
butions to allow the access of the reactants to the zeolite particles and, if necessary,
also the transport of the molecules with large kinetic diameters, including liquid
components.

Moreover, the matrices often ensure completion of the ionic exchange within
the catalyst by supplying the di- or trivalent ions that will substitute the sodium ions
that are still contained in the catalyst. The matrix may also fulfill functions related to
the presence in the feed of some elements or complexes that are poisons for the
zeolite. Thus it may react with the nitrogen contained in the feed [41] or it may
increase the resistance of the catalyst to metals, especially vanadium [42], by fixing it.
In this way, the zeolite is protected from the damaging effects upon its structure
caused by such elements present in the feed. Matrices that contain active alumina
may reduce SO2 and SO3 emissions from the regeneration gases [43]. Also, the matrix
may contribute to the increase of the cetane number of the gas oil. It does this by
increasing the aliphatic character of the feed by the decomposition in an adequate
manner of the heavy molecules contained in the feed, by performing their cracking
on its the active centers.

Table 6.2 Properties of FCC Matrices

Description

Microactivity of

steamed

matrix*

Attrition

Davison

index (DJ)

Apparent

bulk

density

(g/cm3)

Year of matrix

technology

commercialization

Alumo-silica gel (14% Al2O3) 35 40 0.50 1963

Alumo-silica gel (25% Al2O3)

and clay 35 35 0.52 1965

Silica hydrosol and clay 10 6 0.77 1972

Silica hydrosol with increased

matrix activity 25 6 0.76 1978

Alumina sol and clay 25 5 0.80 1980

Clay based XP 58 4 0.72 1986

Silica hydrosol with novel

matrix chemistry 25 6 0.76 1990

* Steamed 6 hours at 14008F (7608C) 100% steam 5 psig (1.35 bar).

Source: Ref. 37.
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6.2.4.3 Additives

The additives are used for promoting some of the reactions, such as the burning of
the coke deposited on catalyst or for the passivation of the damaging action of some
compounds contained in the feed.

Additives may be added to the system in a number of ways:

As solid particles that have the same characteristics of fluidization as the used
catalyst.

A liquid additive may be added directly to the system or in mixture with the
feed.

Additives may be introduced during the preparation of the catalyst.

All these methods are used in practice. The selection depends on the type of
additive required and on the method developed for its use.

Improvement of the combustion within the regenerator. The improvement (pro-
motion) targets a more complete burning of carbon monoxide to carbon dioxide.
In this way, a larger amount of heat is produced in the regenerator and the
amount of coke necessary for maintaining the thermal balance of the reactor is
reduced. A detailed analysis of the effect of the promoter on the thermal balance
of the system reactor/regenerator and on the performance of the process was
published [44].

To promote the oxidation of carbon monoxide, small amounts of noble
metals, especially platinum, have been added [45–47]. Chromium oxide was intro-
duced for use as a promoter in an amount of 0.15% by weight in the zeolite
catalyst [48], a process which was abandoned owing to the toxicity of the chro-
mium salts.

Studies [48] on the amount of platinum and on the way it is introduced in a
zeolite catalyst lead to the conclusion that 1 mg platinum per kg of catalyst is
sufficient. The results of tests carried out in two industrial catalytic cracking units,
nonpromoted and promoted catalyst, showed an increase of the CO2/CO ratio
from 0.9 – 1.0 for the nonpromoted catalyst, to 5.0 – 7.0 for the promoted one
[48].

Similar results were obtained by the promotion of the catalyst spheres used in a
moving bed catalytic cracking unit [49].

Reduction of the content of SO2 and SO3 in the regenerator flue gases. Such a
reduction, very important for the protection of the environment is performed by
means of reacting the SO2 and SO3 to produce sulfite, respectively sulfate, by
interaction with a metallic oxide or hydroxide, within the regenerator. The sulfite
and the sulfate are carried by the regenerated catalyst to the reactor and stripper,
where they are reduced to H2S. This is captured without difficulty from the reac-
tion gases.

The additives used for this purpose are compounds of aluminum and magne-
sium [50] and they are generally protected by patents [51].

Considering aluminum hydroxide as the active component, the reaction of
sulfur dioxide in the regenerator can be written as:

2AlðOHÞ3 þ 3SO2! ðSO3Þ3Al2 þ 3H2O
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and the reduction of the aluminum sulfite in the reactor and in the stripper as:

ðSO3Þ3Al2 þ 9H2! 3H2Sþ 2AlðOHÞ3 þ 3H2O

The reactions involving sulfur trioxide may be written in a similar manner.

The reduction of the content of nitrogen oxides from the flue gases. The elimination

of nitrogen oxides from the combustion gases is more difficult than that of the

sulfur oxides and until the present could not be solved by incorporating additives

in catalyst formulation [6].

The adopted solution is to reduce the nitrogen oxides with ammonia, in the
presence of a catalyst, to nitrogen and water [12] at 300–4008C. By using 0.6–0.9
moles NH3 per mole of NOx, 60–80% of the nitrogen oxides were eliminated; the
resulting gases contained 1–5 ppm by volume of NH3.

A very active catalyst (S-995) was developed recently by Shell; it allows the
reduction of nitrogen oxides at a much lower temperature (1508C).

The passivation against nickel poisoning. The organo-nickel compounds contained

in the feed lead to deposits of nickel, especially on the external surface of the cata-

lyst particles. Owing to the dehydrogenating activity of the nickel, such deposits

will increase the amount of coke and of gases on account of gasoline.

In the past, to fight against this effect the units with moving bed were
operated in conditions in which the surface of the granules was eroded in the
process; in this way a great proportion of nickel was eliminated [1]. Later on,
zeolite catalysts with a high content of zeolite were used, which are less sensitive
to poisoning [52].

The passivation of the dehydrogenating activity of nickel was shown to be
more efficient. To this purpose, organometallic complexes of antimony and bis-
muth were added to the feed [52], beginning in 1977 and 1988 [50], respectively.
Bismuth is generally preferred because it has a lesser toxicity. Also, the use of
zirconium as a passivator was suggested, by adding to the catalyst of ZrO(NO3)2
[53].

The mechanism for the action of these promoters is not clear yet.

The passivation against poisoning with vanadium. The damaging action of the

organo-vanadium compounds contained in the feed is manifested by the destabili-

zation of the crystalline structure of the zeolite. It is supposed [54] that this desta-

bilization is due to the formation of some compounds of zeolite-VO4 that weaken

the crystal structure, especially during the stripping of the catalyst.

Initially, calcium and magnesium were used [55]. Starting in 1980, tin [50] was
used as a passivator. The passivation with tin must be made carefully, since if the
amounts of tin necessary for passivation are exceeded, the opposite effect is pro-
duced.

The treatment of the catalyst with lanthanum chloride (LaCl3) [53] was sug-
gested as protection against poisoning by vanadium. This proposition does not seem
to be applied commercially.

Compounds of bismuth and phosphor [6] were also suggested as passivation
agents. It seems that iron also has a poisoning effect, which is however much less
pronounced in comparison with nickel and vanadium.
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6.2.5 Ultrastable Catalysts

Ultrastable zeolite catalysts are obtained by increasing the Si/Al ratio in the classic
synthesis of zeolite catalysts Y. By increasing this ratio, the number of acidic centers
is decreased while their acidity is increased. The decrease of the number of sites is the
consequence of eliminating the trivalent aluminum atoms included in the network of
tetrahedrons, which explains the increase of the stability of the crystalline network
and therefore of the stability of the catalyst. The increase of the acidity of the
remaining centers leads to the decrease of the role of the hydrogen transfer reactions
and from here to the increase of the octane number of the gasoline [11].

It is to be remarked that the zeolites with a Si/Al ratio above 6 (the conven-
tional Y-zeolites have a ratio of 5.0–5.5) obtained by direct synthesis are unstable
products. The only way to obtain a Y-zeolite with a higher Si/Al ratio is by enriching
in silicon a conventional catalyst [6].

A number of methods were developed for increasing the Si/Al ratio of a con-
ventional Y-zeolite and obtaining ultrastable Y-zeolite, called USY-zeolites, which
keep their structure intact up to temperatures of 10008C.

The first method used [56] involves the stripping of the NH4Y zeolite at tem-
peratures of the order 7608C, which leads to the hydrolysis of the Si –O –Al bonds
with the corresponding decrease of the number of tetrahedrons wherein the alumi-
num occupies a central position. The alumina rests that are left behind act as non-
selective catalytic agents.

A number of methods involving chemical treatment followed, that were used in
combination or not with the hydrothermal treatment described above. These meth-
ods eliminate a portion of aluminum, with or without an introduction of silicon. To
the first category belong treatments with F2, COCl2, BCl3, or with a solution of
NH4BF4, to the second category the treatment with a solution of (NH4)2SiF6, or
with vapors of SiCl4 [6].

The treatments that involve the introduction of silicon achieve the substitution
of aluminum atoms in the network with silicon atoms and are superior.

More extensively used is the treatment with a solution of ammonium fluoro-
silicate [57,58]; the aluminum is eliminated as soluble ammonium fluoro-aluminate:

However, not all the aluminum eliminated from the network is replaced by
silicon. Thus, vacant places remain within the network. Eventually, zeolites are
obtained with a ratio Si/Al ¼ 12, marked usually in the literature as zeolites
AFSY. The increase of the ratio Si/Al over the value of 12 leads to zeolites that
are unstable, owing to the excessively high proportion of vacant sites remaining in
the network.

The improvement of the treatment method with ammonium fluorosilicate leads
to the production by Union Carbide Co. and Catalystics Co., of the zeolite LZ210
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(perfected subsequently as LZ210K [59]) and of the series of HSZ (High Stability
Zone) catalysts. The Si/Al ratio can reach values of 10, 20 or 30 creating a broad
flexibility in the performances of catalyst. It seems that the refinements that were
implemented consist in the treatment of the zeolite in which the ammonium ion
exchange was only partially completed with a solution of ammonium fluorosilicate
at a rigorously controlled pH-value. The main problem encountered is that alumi-
num is eliminated from the crystalline structure faster than the silicon can replace it.
This leads to cavities and to the weakening of the network. It seems that this defi-
ciency was avoided by acting on the following factors [6]: a) the pH-value was
increased to the range 3–7 and the concentration of ammonium fluorosilicate,
which reduces the rate of aluminium elimination, was reduced somewhat; b) the
increase of the reaction temperature, which increases the inclusion rate of silicon
in the network. The regulation accordingly of these factors allows therefore improve-
ment of the stability of the produced zeolite and the increase of the Si/Al ratio.
Following these refinements, several series of catalysts were produced that show
high octane improving performance, especially for the series ALPHA and BETA,
which are amply described [11].

6.2.6 Octane-Enhancing Catalysts and the C4 Cut

The superior octane performances of the ultrastable catalysts are usually enhanced
by the use of ZSM-5 additions.

In fact this is a zeolite having a completely different structure than the
Y-zeolites and possessing its own catalytic activity. Thus, ZSM-5 is used as a catalyst
in the processes of xylenes isomerization, disproportionation of toluene, in the pro-
duction of ethyl-benzene [60], and in the processes for dewaxing of distillates [61].

In catalytic cracking ZSM-5 is used as H-ZSM-5, but also as Zn-ZSM-5 and
Cd-ZSM-5. It could be used under the form of separate zeolite particles, in which
case it is included in a proportion of 25% in an inert matrix or could be included in
the catalyst particles.

Detailed results concerning the effects of the addition of ZSM-5 are available
from several published papers [6, 62, 234, 235, 236]. Overall, the increase of the
octane number as a result of using ZSM-5 is accompanied by a decrease of the
gasoline yield. In alkylation, this decrease is compensated by the increased produc-
tion of alkylate as a result of the larger amounts of iso-butane produced. It seems
that the size of the ZSM-5 particle has an important influence on the distribution of
products [236].

There has been great interest in recent years in increasing the amount of iso-
butylene produced in catalytic cracking. New catalysts, such as IsoPlus 1000 of
Engelhard were developed for the special purpose of producing increased
amounts of iso-butene [35]. Initially, iso-butene served for the production of
methyl-tert-butylether (MTBE), the addition of which to gasolines was considered
indispensable, for satisfying the clean air regulations in many countries. (see
Chapter 9).

The comparative performance of a typical USY catalyst, IsoPlus 1000 and
IsoPlus 1000 containing 3% ZSM-5, was determined in a high performance UOP
cat cracker of the riser type. Compared to the standard USY catalyst the increase in
i-butylene was of 0.57% and of 0.84% for the IsoPlus 1000, respectively without and
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with ZSM-5. These effects correspond to an increase of about 50% of the MTBE
potential [35].

Extensive research work currently underway will result in cracking catalysts of
improved performance tuned to the selective synthesis of the products of high mar-
ket demand. The interest in producing iso-butylene outlived the interest in MTBE
and is kept alive by the increasing needs for alkylate gasoline.

6.2.7 Catalysts for Residue Cracking

The incorporation in the distillates fed to the cat crackers of up to 20% residual
fractions does not require any change in the units; it was practiced in the U.S. since
1988 in 40% of catalytic cracking units. Catalytic cracking of the residues is covered
in Chapter 7.

The inclusion of residues in the feed to cat crackers makes necessary the use of
catalysts that are capable of handling the increased metal content and the larger sizes
of the molecules within the feed. Thus, fractions with boiling temperatures of above
5408C contain molecules with more than 35 carbon atoms and sizes ranging from
10–25 Å. The vacuum residues contain molecules with molecular masses between
1,000–100,000, the sizes of which vary between 25–150 Å [63].

These dimensions require that the matrix used for the preparation of the cat-
alysts for residue cracking has a certain structure and distribution of the pores, as
well as an adequate ratio between the catalytic activity of the matrix and that of the
zeolite. In order to correctly understand the issues at play here, it must be taken into
account that molecules with kinetic diameters larger than those of the pore orifices
(7.4Å) cannot penetrate the pores of the zeolite. The compounds contained in the
vacuum gas oils or in residues, with the exception of n-alkanes, or of slightly
branched i-alkanes, cannot be cracked on the active sites within the zeolite, but
only on the active sites of the matrix. The products resulting from first-step cracking
on the active centers of the matrix can penetrate in the pores of the zeolite, where the
cracking is continued and gasoline is formed. Cracking on the active sites of the
matrix should not exceed the conversion required for the formation of products
having dimensions that allow them to penetrate inside the pores of the zeolite.
Here, the cracking will continue in conditions of shape selectivity, ensured by the
pores of the Y-zeolite.

The catalysts used in the cracking of residual fractions should show a certain
optimal ratio between the catalytic activity of the zeolite and that of the matrix. In a
first approximation, this can be expressed by the ratio of the respective specific
surfaces. A decrease of this ratio, which means a too high activity of the matrix,
leads to the increase of the conversion to dry gases (H2, C1, C2) and to coke (see
Figure 6.15) [64].

Another problem, of equal importance is the distribution of the pore sizes of
the matrix. The matrix must possess [62]:

1. Large pores with diameters over 100Å. They allow traffic of components
with large molecular mass, that remain liquid at the reaction temperatures. The acid
sites on the walls of these pores should possess a low catalytic activity for the
limitation of the conversion until gases and coke.

2. Pores of average size, with diameters ranging between 30–100Å. These
pores have a more pronounced catalytic activity. Their role is to produce first-
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pass cracking of the heavy components, especially of naphthenes and of aromatic
rings.

3. Pores of small sizes below 20Å, have the most pronounced catalytic activ-
ity. Their role is to crack the light components possessing prevalent alkane structures
but cannot penetrate through the orifices of the zeolite particles.

The ratios in which the three types of pores should be present depend on the
ratio between the various cuts incorporated in the feed and chemical composition of
the feedstock.

Of special concern is the high content of vanadium and nickel in feeds of
residual origin. These metals are retained by the matrix in order to prevent their
penetration inside the zeolite.

The vanadium is captured by tin compounds, by barium and strontium titanates,
andbymagnesiumoxide, substances that inmost cases are supportedon inert particles.

The passivation of vanadium is done by means of antimony or bismuth com-
pounds supported on the catalysts or introduced in the feed.

The reduction of sulfur oxides is performed by means of cerium or rare earths
that may be incorporated in the catalyst, may form distinct particles, or may be
supported on alumina by the spinel (Mg�Fe)O(Al2Fe)2O3 or by cerium supported on
the spinel.

The catalysts used for the conversion of carbon monoxide to carbon dioxide
during the regeneration use platinum or palladium supported on alumina or alumo-

Figure 6.15 Conversion to dry gases function of zeolite/matrix surface ratio. Catalytic

cracking at 5008C of a vacuum distillate d ¼ 0:9188, FUOP ¼ 11:5. (From Ref. 64.)
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silica [65–67], which may be added directly to the catalyst, in amounts of 5 ppm [45].
It must be mentioned that the use of antimony as a passivation agent for vanadium
decreases the efficiency of the platinum and requires an increase of its concentration.

These protection measures are similar to those described previously for the
cracking of distillates.

6.3 REACTION MECHANISMS

Different from the processes involving thermal cracking, where the active species
that control the reactions are radicals, in catalytic cracking the active species are
carbocations formed on the active sites of the catalyst. The difference between the
results of the two processes is the consequence of the differences between the proper-
ties of the two types of active species.

It is to be mentioned that according to the IUPAC nomenclature, ions such as
CHþ3 , which earlier were called carbonium ions, should be called carbenium ions,
while those of the type CHþ5 should be called carbonium ions. The term carbocations
comprises both species and generally all the organic species that carry a positive
charge. This nomenclature will be used in the present work.

6.3.1 Carbocation Formation

In general, there exist four possible ways to form carbocations:
1. The addition of a cation to an unsaturated molecule with the formation of

a carbenium ion. Such a reaction occurs during the adsorption of an alkene at a
Brönsted site of the catalyst; the formed ion remains adsorbed on the acid site.

R1 �HC ¼ CH�R2 þHBÐ R1 �H2C� CþH�R2 þ B�

Such an interaction can take place also with an aromatic molecule, as was proved by
use of calorimetric methods [68]:

In this case the electric charge is delocalized, i.e. it is distributed over the entire
aromatic molecule.

The formation of carbenium ions by the addition of a cation to an alkene is
unanimously accepted and, when compared with the other ways of formation of
carbocations, appears to take place at the highest rate on catalytic cracking catalysts.
If alkenes are not present in the feed, they are formed as a result of reactions of
thermal decomposition that takes place at sufficiently high rates at the temperature
of catalytic cracking (5008C).

2. The generation of carbenium ions by means of the extraction of a hydride
ion by a Lewis site. The reaction can be illustrated by:

RHþ L! ½R�þLH�

In this case also, the carbenium ion formed remains adsorbed on the active site.
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Since, as discussed in Section 6.2.3, both types of sites exist on catalytic crack-
ing catalysts, it is accepted that the carbenium ions are formed both by the interac-
tion of the alkenes with Brönsted-type sites and by the interaction of the alkenes with
Lewis sites.

3. The intermediate formation of the carbonium ions. This mechanism was
proposed in 1984 by Haag and Dessau [69]. The reaction is supposed to take place by
the intermediate formation of carbonium ions, which split, to produce lower alkenes
and carbenium ions. As an alternate path, the carbonium ions may convert into a
carbenium ions by the loss of a hydrogen molecule.

The mechanism can be depicted by the reactions:

4. Heterolytic decomposition. The reaction is analogous to the initiation of
thermal cracking reactions by the splitting of a molecule into two radicals. The
difference is that neither fragment keeps two electrons; therefore, the two fragments
carry electric charges of opposite signs:

R1R2 ! Rþ1 þR�2

Heterolytic decomposition can take place in liquid phase processes; it does not
seem to take place in catalytic cracking where the carbocations are formed as a result
of the adsorption on the acid site of the catalyst.

6.3.2 Carbocation Reactions

The carbenium ions adsorbed on the active sites of the catalyst may initiate several
types of reactions. A qualitative understanding of the direction of these reactions
may be gained from the heats of the formation of the various ions involved.

It must be remarked that the these heats were not obtained from direct mea-
surements, but by indirect calculations and evaluations performed in different ways
by various authors. Thus, Evans and Polanyi [70] calculated the heat for the addition
of a proton at an alkene. Pritchard [71] used the ionization energies and the affinities
of the electrons at the carbon atom of the broken C –H bond. Magaril [73] calcu-
lated the ionization potential of the radicals and the affinity for protons etc. The
results are given in Table 6.3 and show that some of the values are quite different
from one author to the next.

The second remark is that all the above values were calculated for gas phase
and moderate temperatures, whereas the energies of the carbenium ions, which
intervene in catalytic cracking, refer to ions adsorbed on the active sites of the
catalyst and at temperatures of the order of 5008C. Also, the values of the heats
of adsorption are significant and depend on the type of adsorbed ions and on their
molecular mass [73,81].

Despite all these caveats, the values of heats of formation calculated for the
carbenium ion supply useful and sometimes important information, concerning the
directions taken by the chemical transformations. Thus, the comparison of the heats
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of formation for the primary, secondary and tertiary ions of the same hydrocar-
bon—the heats of adsorption being in this case identical—supply quantitative infor-
mation concerning the relative stability and the direction of the isomerization
reactions.

The heats of formation of the carbenium ions calculated by R.Z. Magaril [73]
are given in Table 6.4. By providing information for more ions than other sources,
this author makes it possible to use data having the same degree of accuracy (since it
was obtained by application of the same method) for calculating the heats of reac-
tion of a large number of transformations.

The formation of carbocations constitutes the initial step of a sequence of
reactions, which gives to the process the character of a decomposition in an
unbranched chain, similar to the thermal decomposition.

The reactions that follow the formation of the adsorbed carbocations are
skeleton or charge isomerization, interactions with unadsorbed molecules, the trans-
fer of a hydride ion, as well as breaking of carbon–carbon bonds. The combination
of the last two reactions confers on the process the character of a chain decomposi-
tion. The carbocations generate also secondary reactions, such as polymerization,
cyclization etc., and which lead eventually to the formation of coke deposited on the
catalyst.

6.3.2.1 Charge Isomerization

The charge isomerization can be exemplified by the reaction:

þ
R�C�C�R0
j j
H H2

2
664

3
775Ð

þ
R�C�C�R0
j j
H2 H

2
664

3
775

The migration of the charge is accompanied by the migration in the opposite sense of
a hydrogen atom.

Table 6.3 Heats of the Reactions RH ! R+ + H�

Carbenium

ion

Reaction heat (�H)5, kJ/mol

EG Evans,

M Polanyi

[70]

HO Pritchard

[71]

BS Greensfelder

[72]

JR Franklin

[74]

RZ Magaril

[73]

CH3
+ 0 0 0 0 0

C2H5
+ 132 130 146 138 142

C –C–C+ 214 126 209 167 180

C –C+–C 243 226 276 268 264

C –C–C–C+ – 126 199 196 214

C –C–C+–C 184 – 310 284 285

C�C
þ �C
j
C 301 293 351 351 360

Differences assuming CH3
+ formation as null.
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For reasons of free energy, this reaction takes place in the direction towards
formation of a secondary ion from a primary ion and/or the transfer of the electrical
charge towards the middle of the molecule. The data of Table 6.5 for the propyl, n-
butyl and octyl ions supply concrete energy data for justifying this direction of
transformation.

Similar to the charge transfer reaction is that for the double bond transfer,
which also involves a migration of a hydrogen atom [18, 75]. This reaction is ex-
plained by the formation of an intermediary compound absorbed on the catalyst [76]:

This hypothesis is indirectly confirmed by the finding [77, 78] that in some
cases, a migration takes place of the electrical charge between the carbons 1 and 3:

ðCH3Þ2�CH2�CH2�C
þ
H�CH3 Ð ðCH3Þ2�C

þ �CH2�CH2�CH3

6.3.2.2 Skeletal Isomerization

Skeletal isomerization leads to the conversion of a secondary ion to a tertiary ion or,
for hydrocarbons with at least 6 carbon atoms, to the migration of the methyl side-
group along the chain.

H+ 1537

CH3
+ 1097

C2H3
+ 1185

C2H5
+ 955

C=C–C+ 930

C�C�Cþ 917

C�Cþ�C 833

C�C�C�Cþ 883

C�C�Cþ�C 812
C
j

C�C�Cþ

846

C
j

C�Cþ�C

737

Cþ�C�C�C�C�C�C�C 800

C�Cþ�C�C�C�C�C�C 708

C�C�Cþ�C�C�C�C�C 699

C�C�C�Cþ�C�C�C�C 695

C
j

C�C�Cþ

j
C

812

C�C�C�Cþ�C 754

C�C�Cþ�C�C 762
C�C�Cþ�C

j
C

682

C�C��C�Cþ 854

854

796

1202

925

Source: Ref. 73.

Table 6.4 Heats of Formation of Carbenium Ions [73]

Ion

Heat of

formation

(kJ/mol) Ion

Heat of

formation

(kJ/mol)

Copyright © 2003 by Taylor & Francis Group, LLC



This isomerization type is of practical interest. It is justified by the favorable
free energy effect for such a restructuring of the molecule (see Table 6.5).

A reaction mechanism that has found acceptance [18, 73] involves the inter-
mediary formation [79] of cyclopropyl ions. The isomerization of the butyl ion may
take place in this case according to the mechanism:

In fact, although any of the three carbon–carbon bonds of the cycle could break,
only one of them leads to the formation of the isobutyl ion.

For the amyl ion the mechanism is:

In this case two of the three possible ways of breaking the cycle lead to an iso-
structure. This is a partial explanation for the easier isomerization of n-pentane
compared to n-butane.

Table 6.5 Isomerization and Cyclization Heats of Carbenium Ions

Reaction

Thermal Effect

(kJ/mol)

Isomerization

C
þ �C�C ! C�C

þ �C 84

C
þ �C�C�C ! C�C

þ �C�C 71

C
j

C�C
þ �C�C ! C�Cþ�C

75

C�C�C
þ �C�C ! C�C�C�C

þ �C
�8

C
j

C�C�C
þ �C�C ! C�C�Cþ�C

80

C
j

C�C�C
þ �C ! C�C�C

þ

j j
C C

�130

C
þ �C�C�C�C�C�C�C ! C�C

þ �C�C�C�C�C�C 92

C�C
þ �C�C�C�C�C�C ! C�C�C

þ �C�C�C�C�C 9

C�C�C
þ �C�C�C�C�C ! C�C�C�C

þ �C�C�C�C
4

Cyclization

C��C�C�C�C�C !
þ

172
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Since, as mentioned earlier, the heats of adsorption influence only to a small
extent the energy balance of the isomerization the thermal effect for the isomeriza-
tion of the carbenium ions may be calculated correctly on the basis of their heats of
formation given in Table 6.5.

6.3.2.3 Hydride Ion Transfer

This transfer is illustrated by the reaction:

R1�Hþ Rþ2

 �Ð Rþ1


 �þR2H

in which, an ion initially adsorbed on the active site interacts with a molecule in the
gas or liquid phase or with one that is only physically adsorbed, thereby extracting
from it a hydride and escaping in the gas/liquid phase. The active site retains an ion
from the molecule that lost the hydride.

This reaction is very important, because it is responsible for the character of
chain reaction of the process.

The similar transfer of an alkyl group, which may be expressed by the reaction:

R1�CH3 þ Rþ2

 �Ð Rþ1


 �þR2�CH3

was also observed [80] although the mechanism seems less sure; its existence should
not bring any changes in the general mechanism of decomposition.

6.3.2.4 The Breaking of the Carbon–Carbon Bonds

As in thermal decomposition and for similar reasons, carbenium ions undergo break-
ing of the C –C bonds in b position to the carbon atom that carries the electric
charge.

The differences between the decomposition mechanism on acid catalysts, and
thermal decomposition are the consequence of the differences between the free
energy values of the carbenium ions and those of the radicals.

Thus, the much higher heats of formation of the methyl and ethyl ions than of
the higher ions, a difference which is much smaller when radicals are involved (Table
2.3), leads to much lower rates for the b-scissions and to a lower production of
methyl and ethyl ions. There exists a much higher ratio (C3 + C4)/(C1 + C2) in
the gases of catalytic cracking than that from the thermal cracking.

As an illustration, the decomposition of the sec-octyl ion is considered:

Since the heat of formation of the methyl ion is by 180 kJ/mole larger than for
the propyl ion (Table 6.4), the last b-scission will not take place or will take place
with a very low rate. In exchange, the propyl ion will suffer a charge isomerization,
leading to the liberation of 84 kJ/mole (the same table).

The second difference from the behavior of the radicals is the consequence of
very high differences between the heats of formation of the primary, secondary, and
tertiary ions. These differences, taking into account the heats of adsorption, are
estimated at: 42 kJ/mole between the tertiary ion and the secondary ion and at
105 kJ/mole between the secondary and the primary ion [18].
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For radicals, such differences are minimal. As example, for the butyl radical
there is no difference between the free energy tertiary and secondary radicals. The
difference between the primary and secondary radicals is of only 5.4 kJ/mole (Table
2.5).

As consequence, the b-scissions that lead to the formation of primary ions will
take place with low rates, much lower than those for the charge or skeleton isomer-
izations. In the case of molecules with a larger number of carbon atoms, repeated
isomerizations may take place, so that the the scission to take place will generate a
secondary ion. The above considerations may be exemplified by the following
scheme for the isomerization and decomposition of the heptyl ion:

The important practical consequence of the repeated isomerization of alkanes
followed by their decomposition is the pronounced iso-alkanic character of the
gasolines, which confers to them a high octane number and the prevalence of the
iso structure in the C4 cut.

In conclusion, the decomposition of the adsorbed ions on the active sites of the
catalyst and their interaction with nonadsorbed molecules leads to a chain of suc-
cessive reactions, according to the following scheme, written for n-heptane.

Chain initiation on a Brönsted center:

C�C�C�C�C�C�Cþ BH! C�Cþ�C�C�C�C�C
 �
B� þH2

or on a Lewis site:

C�C�C�C�C�C�Cþ L! C�Cþ�C�C�C�C�C
 �
LH�

Naturally, all other possible ion structures, especially the secondary ones will
be formed.

Chain propagation by isomerization and b-scissions.
The 2-heptyl ion thus formed will undergo isomerization and decomposition

reactions represented by the scheme given above for. The 3- and 4-heptyl ions
formed by the initiation reaction will undergo similar reactions, but leading to the
formation of other final species.

By generalization one may write:

Rþi

 �!X

Mþ Rþj
h i

ðaÞ

where Rþi

 �

represents the various species of heptyl ions adsorbed on the catalyst;P
M = sum of the hydrocarbons produced by the decomposition, and Rþj

h i
= the

ions of low molecular mass that are left adsorbed on the catalyst.
By the transfer of the hydride ion, heptyl ions will be reconstituted:
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Rþj
h i

þR1H! RjHþ Rþi

 � ðbÞ

where: R1H is the molecule of n-heptane.
Reactions (a) and (b) will be repeated, giving a chain character to the decom-

position process.
Chain interruption in the case of catalytic cracking takes place following pro-

gressive blocking of the active sites by the strong adsorption of ions of high mole-
cular mass, generally produced by polymerization, cyclization, dehydrogenation,
and condensation reactions. These ions are not capable of accepting the transfer
of the hydride ion (reaction b), owing to very strong forces of attraction to the active
site. As a consequence, they are not desorbed from the surface of the catalyst.

A more detailed analysis of the reaction mechanism taking place in the cata-
lytic cracking of the alkanes was performed recently by S. Tiong Sie [81]. His analysis
takes into account concomitantly the isomerization reactions by means of nonclassic
carbenium ions of cyclo-propyl structure as well as by the cracking of the molecule.
The formation of the cyclo-propyl ion is considered to precede the b-scission under-
gone by the molecule. In Figure 6.16 the classic mechanism and that proposed by S.
Tiong Sie are compared.

According to this scheme, the classic mechanism leads to the formation of
an alkene and an alkane molecule. The formation of iso-alkanes is explained by
independent isomerization reactions that take place in parallel with those of decomp-
osition. The mechanism proposed by S. Tiong Sie leads to the direct formation of
iso-alkanes together with that of alkenes.

The comparison with the experimental data of n-alkanes cracking on acid cat-
alysts supplies arguments in the support of the suggested mechanism [81]. However,
one could argue that the two mechanisms do not exclude each other, and that the
b-scission of the secondary ion could take place in parallel with the formation of the
cyclo-propyl nonclassic ion, specific to the isomerization reactions. In this situation,
the conversion in two directions will depend on their relative reaction rates.

Interesting attempts were made to predict the product distribution obtained in
the catalytic cracking of a petroleum fraction [82]. The investigated cut was char-
acterized in terms of the proportions of the various types of carbon atoms, by using
mass spectroscopy and nuclear resonance techniques. The fraction was replaced by a
number of pseudocomponents, which were assumed to undergo the catalytic reac-
tions, leading to the distribution of products that would have resulted from the
actual process. Although, as the authors recognize, the obtained results do not justify
the use of this method for predicting the results from commercial operation, the
adopted method allows comparative studies and presents an area for future study.

6.3.3 Catalytic Cracking of Various Compounds

The mechanisms of the catalytic cracking reactions presented above allow the exam-
ination of the conversions of various classes of hydrocarbon.

Alkanes. The reactivity of n-alkanes increases and the activation energy decreases
with chain length [83]. As a result, the conversion increases with the length of the
chain. This is illustrated by the cracking in identical conditions of hydrocarbons
on catalysts of Si-Al-Zr [84]:
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Hydrocarbon Conversion, wt %

n-C5H12 1

n-C7H16 3

n-C12H26 18

n-C16H34 42

The reactivity increases also with the degree of branching. This is easily
explained by the fact that tertiary ions are formed more easily than secondary
ions. An exception is made by the hydrocarbons, which have side branches bound
to a quaternary carbon atom. Thus, the conversions obtained for various hexanes at
5508C in identical conditions were [85]:

Hydrocarbon Conversion, wt %

n-C6H14 13.8

2-methyl-pentane 24.9

3-methyl-pentane 25.4

2,3-dimethyl-butane 31.7

2,2-dimethyl-butane 9.9

Figure 6.16 Mechanisms of n-alkanes catalytic cracking: classical (a) and proposed by

S. Tiong Sie (b).
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The higher rate of skeletal isomerization than that of decomposition and the
fact that the carbenium ions are formed preferably at the tertiary carbon atoms,
leads to the iso-alkane character of the reaction products. This is true both for the C4

fraction and naphtha fractions to which the iso-alkane character confers a high
octane number.

Concerning the gases’ composition, the higher heats of formation for the
methyl and ethyl ions has as a result the prevalence of C3 and C4 hydrocarbons in
the gases.

More data concerning the catalytic cracking of individual hydrocarbons and
the distribution of the reaction products are contained in several studies [86] and are
reviewed in the monograph of B.W. Wojciechowski and A. Corma [18].

Alkenes. The alkenes form carbenium ions easier than alkanes by adsorption

on a Brönsted site with the addition of a proton. The practical result is they

show a higher rate of cracking than alkanes, the process following the same gen-

eral rules.

The alkenes adsorb on the surface of the catalyst, as carbenium ions may
interact with alkenes in the vapor phase or with those physically adsorbed on the
surface of the catalyst, generating alkenes with a high molecular mass. Their parti-
cipation by cyclization, aromatization and interactions with cyclic hydrocarbons
from the vapor phase at the formation of coke on the surface of the catalyst is
unanimously accepted.

Cyclo-alkanes. By catalytic cracking, cyclanes produce a high proportion of iso-

alkanes in addition to important amounts of aromatic hydrocarbons [86–88]. Such

a distribution was determined earlier by V. Haensel [89] in the catalytic cracking

of alkyl-cyclohexanes, dialkyl-cyclohexanes, dicyclohexyl-decaline, cyclohexane

and methyl-cyclopentane. Other studies [90] have shown that higher proportions

of hydrogen are produced in the catalytic cracking of cycloalkanes than of alkanes

with the same number of carbon atoms.

These results show that the dehydrogenation of cycloalkanes to aromatic
hydrocarbons is an important reaction, almost as important as that of ring breaking.
In as much as such a dehydrogenation on acid catalysts passes through the inter-
mediary phases of the formation of cyclohexenes and cyclohexadienes, their parti-
cipation in the formation of coke by interaction with the alkenes (condensations,
polymerizations, and dehydrogenations) may be important.

Besides the reactions that affect the ring, the alkyl-cyclanes undergo reactions
of breaking the side chains, with the preferred formation of isoalkanes. Due to the
high energy of formation of the corresponding ions, no methyl groups and very few
ethyl groups are split from the rings.

Aromatic hydrocarbons. The alkyl-aromatic hydrocarbons undergo breaking of

the side chains in the same manner as the cyclanes.

The aromatic rings being very stable, no ring breaking occurs, but they may
participate in condensation reactions with the formation of coke.

The methyl-aromatics may undergo isomerization reactions by the migration
of the methyl groups and by disproportionation.

Detailed studies were performed on the catalytic cracking of cumene and are
reviewed in the monograph of B.W. Wojciehowski and A. Corma [18].
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Sulfur and nitrogen compounds. There are no published data concerning the
decomposition mechanism of these compounds on catalytic cracking catalysts.
The nitrogen compounds having a basic character are fixed (probably irreversibly)
on the acid centers of the catalyst, in this way preventing their participation in
cracking. The result is a deactivation of the catalyst, the degree of which depends
on the content and the nature of nitrogen compounds present in the feedstock.
Figure 6.17 shows the nitrogen compounds that are present in the crude oil with
qualitative indication of their basicity [91].

Figure 6.17 Basicity of nitrogen compounds found in crude oil. (From Ref. 91.)
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In a recent study [92], a systematic study of the poisoning effect by 34 aromatic
hydrocarbons and nitrogen compounds was undertaken and quantitative correla-
tions were obtained. The research is based on a previous work [93], that determined
experimentally the poisoning effect of these substances.

The authors define the poisoning effect by the equation:

y ¼ 1� �

100� � �
100� �0
�0

where y is the poisoning effect, which takes values between zero and one, � equals the
percentage conversion in products with boiling temperature below 2208C, which is
obtained in the absence of the contaminant, and �0 is the conversion in presence of
the contaminant.

Synthetic feeds were prepared with various contaminants. The amount of
contaminant was adjusted to give overall 0.5 wt % nitrogen in the feed for con-
taminants containing one nitrogen atom, and 1.0 wt % in the feed for contaminants
containing two nitrogen atoms. Aromatic hydrocarbons were added in the same
proportions as the nitrogen compounds of similar structure in order to see the
difference between the poisoning effect of the aromatic structure and that of the
nitrogen atom.

A second series of experiments were performed by adding 0.3 wt % of
contaminant substance.

The poisoning effect of the substances examined is recorded in Table 6.6 [92].
The comparison of the values obtained for the poisoning effect of similar structures,
containing a nitrogen atom or not, such as: of quinoline (y ¼ 0:541) with that of
naphthalene (y ¼ 0:222) and of acridine (y ¼ 0:621) with that of anthracene
(y ¼ 0:154) proves the very strong influence of basicity on the poisoning effect.
This effect is explainable by the neutralization of the acid centers of the catalyst
by basic contaminants.

In the second study [93], in order to develop a quantitative correlation between
the poisoning effect and the structure of the contaminant, 21 parameters were
selected and their intervention in such a correlation was tested.

The processing of the whole experimental material and of the 24 parameters
calculated for the examined substances lead to the correlation of the contaminant
effect (y) with the proton affinity (PA) and the molecular mass (MW) of the
contaminant by the equation:

y ¼ 0:075þ 0:735ðMWÞ2ðPAÞ2 � 0:4067ðMWÞ3

where the proton affinity (PA) is defined for the base (B) by the equation:

PAðBÞ ¼ �Hf ðHþÞ þ�Hf ðBÞ ��Hf ðHBþÞ

where �Hf are the heats of formation and (HB+) is the acid corresponding to base
B.

The values (PA) and (MW) are listed also in Table 6.6.
The authors [92] plotted the results (see Figure 6.18), correlating the values of y

with PA and MW.
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6.3.4 Mechanism of Coke Formation

The formation of coke belongs inherently to the reactions that take place during
catalytic cracking. It results directly from maintaining the overall H/C ratio between
the feed and the reaction products. The coke amount can vary in certain limits,
depending mainly on the feed, used catalyst, and on the operating conditions. But
coke formation can not be avoided completely.

The term coke comprises the total of the products that remain adsorbed irre-
versibly on the catalyst; in other words, those products not eliminated during the
stripping that occurs when the catalyst is transferred from the reactor to the regen-
erator. Therefore, it contains a whole range of species of different chemical structure
characterized by a relative low H/C ratio. Obviously, the species present depend to a
large degree on the nature of the feedstock, the content of contaminants Ni, V, and

Table 6.6 Poisoning Effect of Some Nitrogen

Compounds and Aromatic Hydrocarbons

Compound y MW PA

Aniline 0.206 93.13 211.1

Pirole 0.160 67.09 215.6

Pirolidine 0.279 71.12 216.9

Pirazine 0.210 80.09 204.1

Pyridine 0.247 79.10 215.1

Piperidine 0.302 85.15 219.9

Naphthaline 0.222 128.18 194.6

Indole 0.299 117.15 211.3

Chinoxaline 0.458 130.15 215.2

Chinoline 0.541 129.16 221.0

1,2,3,4-tetrahydrochinoline 0.552 133.20 215.8

5,6,7,8-tetrahydrochinoline 0.592 133.20 221.6

Antracene 0.154 178.24 196.3

Carbazole 0.238 167.21 210.8

1,2,3,4-tetrahydrocarbazole 0.288 171.24 209.9

Fenazine 0.484 180.21 220.2

Acridine 0.621 179.22 228.9

2-methylpiridine 0.347 93.13 219.0

2-ethylpiridine 0.363 107.16 219.9

2-methyl-5-vynilpiridine 0.368 119.17 220.5

2-vinylpiridine 0.381 105.14 220.1

2,4-dimethylpiridine 0.401 107.16 221.8

5-ethyl-2-methylpiridine 0.449 121.15 221.0

2,3-cyclopentapiridine 0.474 119.17 220.1

2p-tolylpiridine 0.491 169.23 223.3

2,6-di-tert-butylpiridine 0.565 191.32 228.6

3-methyl-2-phenilpiridine 0.592 169.23 223.5

1-ethylpiperidine 0.418 113.20 223.8

2-ethylpiperidine 0.446 113.20 220.7

Source: Ref. 92.
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Fe that catalyze the dehydrogenation reactions, on the nature of the catalyst, and on
operating conditions.

The atomic ratio H/C in coke varies in quite broad limits, between 1.0 and 0.3,
and decreases during the process [94,95].

These ratios are obviously indicating the presence in the coke of polycyclic
aromatic structures, the only ones which correspond to such ratios.

A large number of my own experimental studies [97] indicate that coke con-
taining such aromatic structures is formed also during the catalytic cracking of gas
oils that completely lack polycyclic aromatic hydrocarbons [96], as well as of white
oil and of various individual hydrocarbons [93–100]. These studies prove that
alkenes participate very actively in the formation of coke. Thus, propylene produces
2.65-times and 1-pentene 8.58-times more coke than cracking in the same conditions
of n-hexadecane [98].

At present, there is no reaction scheme that can be formulated in a definitive
manner. Nevertheless, it can be stated that the formation of coke is a consequence of
oligomerization reactions of the alkenes, followed by cyclization, aromatization,
alkylation, and condensation. Because these reactions are produced in the adsorbed
layer on the catalyst, the thermodynamic analysis of the possible transformations

Figure 6.18 Correlation of the poisoning effect with the proton affinity (PA) and molecular

mass (MW). (From Ref. 92.)
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must take into account concentrations in the adsorbed layer that are similar to those
in the liquid state (see Section 6.1).

Oligomerization. Oligomerization commonly takes place as a result of the inter-
action of the adsorbed ions with unsaturated molecules with the alkenes produced
by the decomposition reactions:

Oligomerization produces ions of increasing molecular mass, which by
desorption sets free the corresponding alkenes. The thermodynamic possibility for
the occurrence of such reactions in the adsorbed layer is seen in the equilibrium
graph of Figure 6.2a. From the same graph it follows that such reactions cannot take
place in the conditions of catalytic cracking in gaseous phase.

Cyclization and formation of polycyclic hydrocarbons. The thermodynamic calcu-
lations presented in Section 6.1.4 prove that the cyclization of alkenes to cycles of
5 or 6 carbon atoms may take place with high conversions in the conditions of
catalytic cracking, irrespective of the phase in which the reaction take place
(vapor or liquid). Cyclization is the direction generally favored by thermody-
namics and not the splitting of the cycle. The probability of forming cycles of 5
and 6 carbon atoms is actually the same.

The mechanism of this reaction may be represented in the following way:

Similarly, cycles of 5 carbon atoms may be formed:

The cyclopentyl and cyclohexyl ions may be formed not only by the interaction
with a Lewis site, but also by the transfer of a hydride ion:

C��C�C�C�C�C�Cþ ½Rþ� ! RHþ ½C��C�C�C�C�C�C
þ
�

After charge isomerization, the adsorbed alkene may be cyclized to form a
cyclohexyl or cyclopentyl ion.

The formed cyclic ions may desorb, producing the corresponding cycloalkenes
[73,75]:
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Cycloalkenes with rings of five or six atoms may easily undergo reciprocal
isomerization. Those with six atoms in the cycle may be disproportioned with the
formation of cycloalkanes and of aromatic hydrocarbons [73,75], or could be
dehydrogenated directly and form aromatic hydrocarbons [73].

Both the cycloalkenes with five and those with six carbon atoms in the cycle
may interact with an alkenyl ion adsorbed on the catalyst with the formation of a
bicyclic hydrocarbon:

Such reactions may continue and lead to the formation of polycyclic condensed
hydrocarbons. Aromatic or hydroaromatic hydrocarbons may also participate in
such reactions.

Aromatization. According to the data presented in Section 6.1.6, the dehydro-
genation of the 6 carbon atom rings in aromatic hydrocarbons may take place
with high conversions in conditions of catalytic cracking. Combined with the pre-
viously given reactions, it could lead at the end to the formation of aromatic poly-
condensated hydrocarbons.

This aromatization process is favored by the catalytic effect of the Ni, V, and
Fe deposits formed on the surface of the catalyst derived from the respective orga-
nometallic compounds contained in the feed. This phenomenon explains the increase
of the conversion to coke when the catalyst is poisoned by metals.

If one accepts such a succession of reactions it obviously follows that the
formed coke will contain not only polycyclic aromatic hydrocarbons, which are
mostly insoluble in solvents, but also intermediary compounds participating in the
successive reactions. Further studies on the various compounds that are soluble in
organic solvents [101] will certainly contribute to the more complete elucidation of
the paths for coke formation.
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The detailed studies concerning the mechanism of coke formation must take
into account the possibility of the formation in parallel, even on very active catalysts,
of coke along thermal pathways as concluded by some recent studies [102].

6.4 KINETICS OF CATALYTIC CRACKING

The complete analysis of processes involving heterogeneous catalysis requires the
examination of the mass transfer phenomena that precede the chemical steps. In
processes involving solid catalysts these are:

The diffusion of the reactants from the bulk fluid to the outer surface of the
catalyst particles, as well as diffusion in the opposite sense of the reaction
products—external diffusion

The diffusion through the pores toward the active sites of the catalyst—internal
diffusion

If the rates of the diffusion steps are lower or of the same order as the rate of
the chemical reaction, the diffusion steps will influence the overall kinetics of the
process but in different ways.

The external diffusion occurs before the reaction. For this reason, in the case
when it is the slowest of the process steps it will determine the overall kinetics and
will impose to it its rate equations. It is said that the process takes place ‘‘under
external diffusion control.’’

The internal diffusion through the pores of the catalyst occurs in parallel with
the chemical reactions. Its influence on the transformation rate of the feed molecules
depends on the manner in which they travel through the pores before they are
adsorbed on the active sites. Thus, internal diffusion decreases the reaction rate
and influences the overall kinetics, without imposing a specific type of kinetic equa-
tion.

The heat transfer is similar to the diffusion phenomena: the external transfer
takes place to and from the bulk fluid to the outer surface of the catalyst particles.
The internal heat transfer is through the mass of the catalyst particle. Their
influence on the overall process increases as the heat of reaction becomes more
important.

Catalytic cracking presents some additional particularities. The reactions
take place in the conditions of progressive deposition of coke on the active
surface of the catalyst, a process so intense that in the formulation of kinetic
expressions it is necessary to take into account the gradual decrease of the
catalyst activity.

The regeneration by the repeated burning of the coke deposited on the catalyst
is a process with the same importance as the reaction itself. The kinetics of coke
combustion will be examined with the same degree of attention. Here, a specific trait
is the gradual decrease of the rate of coke burning as the combustion penetrates
inside the pores. Besides, the unburnt, residual coke left in the catalyst pores
decreases catalyst activity.

Since the diffusion phenomena are similar for the reaction and for the regen-
eration, they will be examined before examining the reaction kinetics for cracking
and for coke burning.
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6.4.1 External Diffusion

The tangential fluid velocity at the surface of a particle is equal to zero and increases
progressively with the distance, to reach at a distance d the constant velocity in the
free space between the particles. For the median section of a spherical particle this
velocities profile is represented in the Figure 6.19.

For simplification, in the mathematical treatment of the external diffusion this
velocity profile is often assimilated with a film of stationary fluid. From the hydro-
dynamic point of view, the thickness of such a film is considered to be equal to the
displacement thickness (d*) defined as the equality between the fluid flowrate that
actually flows around the particle and that which would flow at the velocity of the
free space if a hypothetical stationary film of thickness d* would be present (see
Figure 6.19).

The influence of the external diffusion depends obviously on the thickness of
this film formed around the catalyst particle.

In the case of processes in a static or moving bed, the theoretical determination
of film thickness meets major difficulties, making it necessary to resort to empirical
or semi-empirical equations, or to use experimental methods.

The experimental determination of the possible influence of the external diffu-
sion on the overall reaction rate is performed by using fixed bed reactors that allow
the variation in sufficiently broad limits of the H/D (high/diameter) ratio for the
catalyst layer, keeping constant the feed volume flowrate. In these conditions, the
modification of H/D leads to the modification of the fluid linear rate and implicitly

Figure 6.19 Velocity profile in the fluid outside the median section of a spherical particle.

Graphical definition of the ‘‘displacement thickness’’ d*: surfaces SA ¼ SB.
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of the Reynolds number and of the thickness of the boundary layer. In conditions in
which the external diffusion influences the overall process rate, higher rates of the
fluid and therefore higher ratios H/D will lead to higher conversions (see Figure
6.20).

It must be mentioned that external diffusion modifies not only the conversion,
but also the reaction order and the activation energy. If the external diffusion con-
stitutes the rate determining step of the process, the reaction is of first order and the
activation energy will take values that are typical for the physical processes of the
order of several thousands calories/mol.

In the case of catalytic cracking, the real value of the activation energy for the
catalytic process may be masked by the much larger activation energies of the
thermal cracking process that occurs in parallel at the temperatures of catalytic
cracking. Therefore, the determination of the activation energy is not to be used
in this case as a criterion for establishing that the reaction proceeds under the control
of external diffusion.

The facts presented above lead to very important conclusions of a general
character concerning the manner of performing experiments in order to correctly
model an industrial process. Since as a rule, such experiments use the same feed and
the same catalyst (with the same particle size, in order to be situated in identical
conditions concerning the diffusion through pores) as the commercial process, it
results that in order to have identical conditions concerning the influence of the
external diffusion, the linear velocity of the reactant in the pilot reactor must be
identical or close to that practiced in the industrial plant. This means that the height
of the catalyst layer in the pilot plant should be the same as in the industrial plant,

Figure 6.20 Experimental determination of effect of external diffusion. a – no influence;

b – increasing influence.
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and the cross section of the catalyst bed must be reduced in proportion to the
decrease of the feedrate. Other, less expensive methods for measuring kinetic para-
meters (use of differential reactors and others), will also yield information concern-
ing the effect of external diffusion on the kinetics process [256].

Also, one must avoid the error to consider that in a heterogeneous catalytic
process it is sufficient to keep constant the ratio of the feedrate per unit weight of
catalyst in order to obtain results that are reproducible at another scale.

In catalytic cracking, the most practiced is the fluidized bed processes, where
the catalyst shaped as independent spherical particles is kept suspended in an ascend-
ing current of fluid. Accordingly, the problems of the external diffusion will be
examined for the case of such particles.

The thickness of the boundary layer is dependent on the Reynolds number
expressed by the relation:

Re ¼ � � d
v

ð6:1Þ

For a spherical particle, the characteristic size that intervenes in Eq. (6.1) is the
diameter of the particle.

At very low values of the Reynolds numbers, the Stokes domain, the boundary
layer, formed around the spherical particle, has a practical uniform thickness. With
increasing Reynolds numbers, the boundary layer is increasingly deformed until it
detaches behind the particle when the Reynolds number reaches a value of about 30.
The zone occupied by the detached boundary layer occupies a growing fraction of
the external surface of the particle. The angle between the incidence point and the
border of the detachment zone reaches a maximum value of QD ¼ 109:68, at Re �
300. At that point, the boundary layer has detached from 1/3 of the surface of the
sphere. On the side of the particle from which the boundary layer has detached,
vortices are produced that favor the direct access of the fluid to the external surface
of the particle.

The change in the shape of the boundary layer with increasing Reynolds
number is represented in Figure 6.21.

It is obvious that in the case of a porous catalyst, the areas of detached
boundary layer will allow the direct access of the reactants to the external surface
of the catalyst, facilitating their penetration into the pores within the catalyst par-
ticles. The barrier effect of the external diffusion in situations when the barrier is
present will decrease, beginning with Re = 30 and will become practically zero when
the Reynolds number approaches 300.

In view of the importance of knowing the variation with the Reynolds number
of the detachment angle QD and of the surface fraction thus liberated—FS—, they
were plotted in the graph of Figure 6.22a on the basis of published experimental data
[103–105].

Concerning boundary layer thickness, the published studies do not offer a
general correlation that is valid for all the hydraulic domains. Most of the studies
[244–251] refer to attempts to extend the Stokes equations by taking into considera-
tion the inertia forces. The experimental verifications, by Maxworthy [252] proved
that the obtained equations are exact only for Re 
 1.

The study of Jenson [253] concerning the intermediary domain and those of
Frössling [254] and Schokemeier [103] concerning the domain of the laminar bound-
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ary layer do not provide analytical expressions for the variation of the fluid velocity,
v, as a function of the distance from the wall, y (see Figure 6.19).

The equations deduced by Raseev [106] are based on the hypothesis that, in the
middle section of the sphere perpendicular to fluid flow, the tangential tension
decreases linearly with the distance, becoming equal to zero at a distance d.
Raseev estimated that this hypothesis is plausible, such a linear variation being
valid for the laminar flow through tubes, for the gravitational flow along a plate
and in many other cases.

This dependence was expressed by the differential equation:

�dt ¼ t090o
dy

d

where t is the tangential tension, t0 is the tangential tension at the surface of the
sphere in the middle section (y ¼ 900).

The tangential tension can be expressed also as function of the dynamic visc-
osity by the relation:

dt ¼ 
d dv

dy

� �

Equating the two expressions, it follows:

�
d dv

dy

� �
¼ t090o

dy

d
ð6:2Þ

Figure 6.21 Evolution of the boundary layer around a spherical particle in an ascendant

flow.
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Integrating this expression and using the boundary conditions y ¼ 0 v ¼ 0 and
for y ¼ d, v ¼ vp, where vp is the terminal free-falling velocity, we get:

v ¼ �t090o

d

y2

2
þ vp

d
yþ t090o

2

y ð6:3Þ

Concerning the second boundary condition, it must be remarked that for a free
sphere suspended in an ascending fluid current, the velocity of the fluid beyond the
boundary layer, therefore at a distance of at least d relative to the sphere, will be
always equal to the terminal free fall velocity.

By differentiating Eq. (6.3) in terms of y, it is obtained:

dv

dy
¼ �t090o


d
yþ vp

d
þ t090o

2


Since, for y ¼ d,
dv

dy
¼ 0, it follows:

Figure 6.22a Correlation of detachment angle QD and of fraction of free surface FS with

Reynolds number.
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vp

d
¼ t090o

2


or:

d
r
¼ 2

r � t090o
vp


ð6:4Þ

Substituting in Eq. (6.3) and performing simplifications gives:

v

vp
¼ � 1

4

r � t090o
vp


� �2
y2

r2
þ r � t090o

vp


� �
y

r
ð6:5Þ

Introducing the dimensionless parameter:

< ¼ rt090o
vp


ð6:6Þ

Eqs. (6.4) and (6.5) become:

d
r
¼ 2

< ð6:7Þ

v

vp
¼ � 1

4
<2 y

2

r2
þ < y

r
ð6:8Þ

The dimensionless parameter < is the vorticity identical to that calculated by
Kawagurti [246] and of Jenson [253] and depends on the Reynolds number.

For the domain 0 < Re < 40 the calculation of the parameter < as a function
of the Reynolds number was made on the basis of Stokes equations and of those
suggested by different authors [244,246,248,250,253]. For the domain Re > 350 the
calculation was made on the basis of the laminar boundary layer [103,254,255]. The
obtained values were ploted in Figure 6.22b. For for the domain 40 < Re < 350 the
curve was drawn by interpolation [106].

For a certain angle y, considering that the tangential tension decreases linearly
with the distance from the sphere wall, analogously to the decrease in the middle
section of the sphere, Eq. (6.2) has the form:


d
dv

dy

� �
¼ t0y

dy

d
ð6:9Þ

Integrating this equation with the boundary condition:

vy ¼ 0 for y ¼ 0

vy ¼ vp sin y for y ¼ dy

it is obtained analogously to Eq. (6.3):

vy ¼ �
t0y

dy

y2

2
þ vp sin y

dy
yþ t0y

2

y ð6:10Þ

Differentiating with respect to y gives:
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dvy
dy
¼ � t0y


dy
yþ vp sin y

dy
þ t0y

2


Since for y ¼ dy,
dvy
dy
¼ 0, one obtains finally equations similar to those corre-

sponding to the middle section:

dy
r
¼ 2

rt0y
vp
 sin y

� � ð6:11Þ

and

vy
vp sin y

¼ � 1

4

r � t0y
vp
 sin y

� �2
y2

r2
þ r � t0y

vp
 sin y

� �
y

r
ð6:12Þ

The dimensionless criterion < may be written here as:

<y ¼
r � t0y


 � vp sin y
ð6:13Þ

which simplifies somewhat the writing of Eqs. (6.11) and (6.12) to the shape of Eqs.
(6.7) and (6.8).

These equations are of course valid only up to the detaching point yD.
Once the velocity profile around the spherical particles is known, the problem

of displacing thickness, which, as it was shown, intervenes in the calculation of the
external diffusion phenomena, may be addressed.

In this calculation one must take into account that for a spherical particle the
equating of the surfaces represented in Figure 6.19, which define the displacing

Figure 6.22b Correlation of A with Reynolds number.
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thickness dx, must be done by taking into account the curvature of the sphere. Thus,
for the middle section of the sphere, the ring-shaped surfaces must be set equal,
corresponding to the distances dx and d from the surface of sphere, using the relation:

vpS
x ¼ 2�

ðd
0

ðvp � vÞðrþ yÞdy ð6:14Þ

where Sx, the displacement section, can be correlated with the displacement thick-
ness, dx, by using the equation:

Sx ¼ � 2rdx þ dx2Þ� ð6:15Þ
For a certain angle y these equations become:

vpS
x
y sin y ¼ 2�

ðdy
0

ðvp sin y� vyÞðrþ yÞ sin ydy ð6:16Þ

Sx
y ¼ � sin y 2rdxy þ dx2y Þ

� ð6:17Þ
The distance that should be used in the diffusion calculations is the mean

displacement thickness, dx. Since its calculation by using the Eq. (6.11) is difficulty
in the neighborhood of the detaching point t0y! 0 and therefore dxy !1, in the
following the indirect calculation of the <y was used, a much more exact calculation.

For the Stokes domain the velocity profile does not vary with the angle y:

<y ¼ <
For the intermediary domain using the values �0y (vorticity) for different values

of the angle y and Reynolds, given by Jenson [253],

for: Red = 10 <y ¼ 1:006<
for: Red = 20 <y ¼ 1:013<
for: Red = 40 <y ¼ 1:061<
For the boundary layer domain, Red > 350 the correlation:

<y ¼ 1:536<
is obtained [106] allowing the graphical interpolation for the interval 40<Red<350.

In order to express dx as a function of <y one replaces vy given by Eq. (6.12) in
(6.16). Carrying out the integration of dy using the expressions (6.11) and (6.13), it
follows:

Sx ¼ � sin y 4

3
r2<�1y þ

2

3
r2<�2y

� �

By replacing Sx with the expression (6.17), simplifying, and isolating dxy we get:

dxy
r
¼ �1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

3

1

<y
þ 2

3

1

<2
y

s
ð6:18Þ

a relation valid for all the values of y, inclusively for that of the middle section for
which <y must be replaced by <.

Since, as shown above, for the domain Re � 40, <y � <, it follows that for this
domain Eq. (6.18) may be written as:
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d
x
y

r
¼ dx90o

r
¼ �1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

3

1

<þ
2

3

1

<2

r
ð6:19Þ

the average displacement thickness around the sphere d
x
y is therefore actually equal

to the displacement thickness in the middle section.
For the domain Re > 350 the correlation between <y and < is:

<y ¼ 1:536< � 1:5<
An approximative calculation for this domain can be made, by accepting for

the values d
x
y and <y an equation that is similar to (6.18). Such a calculation is of

interest for the study of external diffusion. Since the boundary layer is detached over
1/3 of the external surface of the spherical catalyst particle, the reactants have access
to the active sites without having to cross the boundary layer.

For the domain 40 < Re < 350, d
x
y can be determined by interpolation.

On this basis, the dependence between
d
x

r
and Re, which is necessary for the

calculation of external diffusion, was plotted in Figure 6.23. This figure gives the

mean boundary layer around a spherical particle as a function of the Reynolds

number given by equation (6.1).

As shown above, to analyze the influence of external diffusion on reaction and
regeneration in catalytic cracking, it is necessary to know the Reynolds domain in
which the process takes place, or, according to Eq. (6.1), the diameter of the catalyst
particles, the velocity, and the kinematic viscosity of the fluid.

Figure 6.23 Mean boundary layer thickness (d*/r) ratio, function of Reynolds number.

(From Ref. 106.)
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Current fluid catalytic cracking processes use exclusively synthetic micro-
spherical catalysts having the characteristics [107]:

diameter dp ¼ 55� 10�6 – 70� 10�6 m

bulk density ra ¼ 1;120 – 1,700 kg/m3

Since the Reynolds number depends on the properties of the fluid one has to
examine the influence of external diffusion separately on the reaction process and on
catalyst regeneration.

6.4.1.1 Effect of External Diffusion on Cracking

Besides the size of the catalyst particles, the influence of external diffusion depends
on the relative velocity of the fluid particle and on the viscosity of the feed and of the
products.

In the early versions of catalytic cracking systems that operated in dense phase,
the velocity of the fluid above the catalyst bed was of the order 0.9–1.1 m/s. Since
inside of the bed a portion of the flow cross section is occupied by the catalyst, the
ascending movement of which is relatively low, the relative velocity between fluid
and catalyst particles (the slip velocity) is larger and is estimated at 1.4 m/s.

In modern units such as the riser type, the linear fluid velocity ranges between
3.0 and 4.0 m/s, which is practically equal to the slip velocity.

Assuming as feedstock a heavy gas oils of molecular mass of 300–400, the fluid
viscosity for vapors at 5008C and 1.6 bar may be obtained from Figure 6.24.

r ¼M
p

RT
¼ 7:6� 10:1 kg=m3


v ¼ 0:0068� 0:005 cP ¼ 0:68 � 10�5 � 0:5 � 10�5 kg=m � s
For the products: M � 90, p ¼ 1:4 bar.

r ¼ 1:98 kg=m3


 ¼ 0:015 cP ¼ 1:5 � 10�5 kg=m � s
Taking into account these data, one may calculate for a reactor operating in

dense phase at the reactor inlet:

For distillates with M = 300:

Re ¼ 1:6 � 60 � 10�6 � 7:6
0:68 � 10�5 ¼ 94

For heavy distillates with M = 400:

Re ¼ 1:6 � 60 � 10�6 � 10:1
0:5 � 10�5 ¼ 170

For the outlet conditions it follows:

Re ¼ 1:4 � 60 � 10�6 � 1:98
1:5 � 10�5 ¼ 11:2
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As a result of intense internal mixing, the conditions in a reactor with a dense
fluidized bed are close to perfect mixing, i.e., the conditions inside the bed corre-
spond to those at the outlet: that means Re ¼ 11.2. The boundary layer therefore will
not be detached in the back of the particles (Figure 6.21) and its mean thickness will
be, according to the graph of Figure 6.23: d* ¼ 0:236� r ¼ 0:236� 30 ¼ 7:1mm The
external diffusion will thus influence the overall rate of the process.

The total thickness of the boundary layer, is given by Eq. (6.11) and the graph
(Figure 6.22b).

For Re ¼ 11.2, Figure 6.22b gives < ¼ 3 and the relation (6.11):

d ¼ 2r

< ¼
60

3
¼ 20 
m

In order to see which method should be used for calculating external diffusion,
it is necessary to check whether the boundary layers of neighboring particles are or
are not interpenetrating. Only in the second case the theoretical calculation deduced
for free spherical particles may be used.

Figure 6.24 Viscosity of hydrocarbons in vapor phase at 1 bar. (From Ref. 108.)

Copyright © 2003 by Taylor & Francis Group, LLC



According to Figure 8.14, the fraction of free volume inside the dense phase
fluidized bed of catalytic cracking reactors varies between the limits:

1� Za ¼ 0:160� 0:390

Because the fluidized bed is equivalent to a mean statistical position in the
cubic network of the solid particles, the cubes have sides equal to 2a. One may write:

1� Za ¼
4

3
�r3

ð2aÞ3

from which:

a ¼ r

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4

3
�

1� Za

3

vuuut ð6:20Þ

Replacing ð1� ZaÞ and r, it follows:

a ¼ 44:5 mm and a� r ¼ 14:5 mm

Since a� r < d, the boundary layers are overlapping and the only calculation
methods that may be used are those based on nondimensional criteria or those
directly based on experimental data.

For the riser systems, the pressures at the inlet and outlet of the riser will be of
the order of 2.2 respectively 1.6 bar and the Reynolds numbers will be:

For the distillates with M ¼ 300:

Re ¼ 3:0 � 60 � 10�6 � 10:4
0:68 � 10�5 ¼ 275

For the distillates with M ¼ 400:

Re ¼ 3:0 � 60 � 10�6 � 13:8
0:5 � 10�5 ¼ 490

For the outlet condition one obtains:

Re ¼ 4:0 � 60 � 10�6 � 2:27
1:5 � 10�5 ¼ 36:3

It follows that in the conditions of the riser reactor, external diffusion will not
influence the overall reaction rate since the boundary layer will be detached behind
the catalyst particles.

6.4.1.2 Effect of External Diffusion on Catalyst Regeneration

The regeneration of the catalyst by the combustion of coke is performed in dense
phase in a fluidized bed reactor. In modern units the regeneration is performed in a
riser similar to that used for the cracking.

The linear velocities of the fluid are practically the same in the analogous
equipment, while in the regeneration the pressure is somewhat lower than in the
reactor.
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The density and the viscosity of the air and of the flue gases are similar and
have the following values�:

For the systems in dense phase, t ¼ 6508C and p ¼ 1:2 bar:

density of air = 0.457 kg/m3

m ¼ 0:01716� 2:309 ¼ 0:0396 cP ¼ 3:96 � 10�5 kg/m�s
For the mean conditions in the riser: t ¼ 6508C; p ¼ 2 bar:

density = 0.761 kg/m3

m ¼ 3:96� 10�5 kg/m�s
Based on these data and on the mean linear velocities of the fluid for the two

systems, it follows:
For regenerators in dense phase:

Re ¼ 1:4 � 60 � 10�6 � 0:457
3:96 � 10�5 ¼ 0:97

For regenerators of the riser type:

Re ¼ 4:0 � 60 � 10�6 � 0:761
3:96 � 10�5 ¼ 4:61

As in the case of the reactors, according to the graph of Figure 6.23 and Eq.
(6.11), it follows for:

Re ¼ 0.97 d* ¼ 11.6 m d ¼ 32:4 m

Re ¼ 4.61 d* ¼ 8:46 m d ¼ 24:0 m

For the regeneration in dense phase the fraction of free volume of the
fluidized bed varies according to the graph of Figure 7.14, between the limits:
1� Za ¼ 0:20� 0:25.

According to Eq. 6.20, the distance between the microspheres of the catalyst
within the bed is:

a� r ¼ 11:3� 8:4 m

The comparison of these values with d � and d proves that there is a significant
overlap or interpenetration of the boundary layers that surround the catalyst parti-
cles. This situation precludes the use of the theoretical calculation method that was
developed for independent microspheres. The only calculation methods that can be
used are those based on nondimensional numbers developed by the processing of
specific experimental data.

In regenerators of the riser type, the fraction of free volume in the ascending
flow varies between the limits:

* The viscosities were calculated using Sutherland’s law:

m ¼ mo
273þ C

T þ C

T

273

� �1:5

in which for air: mo ¼ 0:01716 cP and C ¼ 111.0 for temperatures between 289 and 1098 K [109].
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1� Za ¼ 0:035�0:080
and according to Eq. (6.20) it follows:

a� r ¼ 43:9�26:1 m

In all cases a� r > d; therefore, for regenerators of the riser type the external
diffusion rate may be calculated on basis of the theoretical classical methods of
reactant diffusion through the boundary layer that surrounds the catalyst micro-
spheres.

The equation that expresses the diffusion of a reactant A towards the external
surface of the catalyst particle and that takes into account the diffusion in the
opposite direction of the reaction products has the general form [110]:

dpA
dy

p

RT
¼

fAy

DA

ðpþ bpAÞ ð6:21Þ

where:

pA = the partial pressure of the reactant A in ata
y = the distance from the surface in cm
p = the pressure in the system in ata
R = the gas constant in cm3� ata/mol�degree

fAy
= the reactant flow A at the distance y from the surface in moles/s�cm2

DA = the diffusion coefficient of the reactant A in cm2/s
b = the number of moles of gases resulting from the reaction per mole of

reactant A.

As an example, for the burning of a coke containing 10% H2 and producing
flue gases in which the ratio CO2/CO ¼ 1.5 (data typical for fluid catalytic cracking),
b ¼ 0:3. Since for air, pA ¼ 0.21p, the term bpA in Eq. (6.3) can be neglected. It
follows:

� dpA
dy
� 1

RT
¼

fAy

DA

ð6:22Þ

Since for a microspherical catalyst, the displacement thickness d * is significant
compared to the radius of the particles, fA can be expressed by the equation:

fAy
ðrþ yÞ2 ¼ fA0

r2

Replacing in Eq. (6.21), after the separation of the variables, it follows:

fA0
r2

dy

ðrþ yÞ2 ¼ �
DA

RT
dpA

By the integration of this equation between the limits:

For y ¼ 0 pA ¼ pAS

For y ¼ d* pA ¼ pAf

where the subscript S refers to the surface of the catalyst microsphere and f to the
flow, the end result is:
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fA0
¼
�DA

RTd*
� rþ d*

r
pAf
� pAS

� �
In order to express the diffusion rate rDA

in moles/s�g cat as is customary in
kinetic calculations, the right side of Eq. (6.22) must be multiplied by S—the external
surface of all the microspheres contained in a gram of catalyst. It results:

rDA
¼
�DA � S
RTd*

� rþ d*
r

pAf
� pAS

� �
ð6:23Þ

wherein:

S ¼ 4�r2

4

3
�r3 � ga

¼ 3

rga
ð6:24Þ

r being the radius of the microspheres of catalyst.
The use of Eq. (6.23) requires the value of the diffusion coefficient. To this

purpose, published values [111], theoretical calculations [112], or empirical methods
such as that of Wilke and Lee [113] or of Fuller et al. [114–116] may be used, which
are satisfactory for engineering calculations and also can be found in the monograph
of Smith [112].

In the following calculations, the diffusion coefficient of oxygen through air
was used, which has the value [117] 0.138 cm2/s.

At 6508C the corrected value of the diffusion coefficient is:

DT ¼ D0

TT

T0

� �1:5

¼ 0:138
923

293

� �1:5

¼ 0:772 cm2=s

Using Fuller’s equation:

DAB ¼
0:00143T1:75

pM0:5
AB ð

P
vÞ1=3A þ ð

P
vÞ1=3B

h i2 ð6:25Þ

where:

DAB = binary diffusion coefficient in cm2/s
MAB = 2½1=MA þ 1=MB��1, MA and MB = molecular masses of the sub-

stances
p = pressure in barP
v = sums of the atomic diffusion volumes.

For the diffusion of oxygen towards the external surface of the microspheres of
the catalyst, considering that the diffusion takes place through the prevalent nitrogen
layer at the temperature of 6508C and a pressure of 2 bar one obtains:

MAB ¼ 2
1

32
þ 1

28

� 	�1
¼ 29:87

DO2N2
¼ 0:00143 � 9231:75

2:0 � 29:870:5 16:31=3 þ 18:51=3

 �2 ¼ 0:7535 cm2=s;

a result which is very close to the one obtained before.
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For the catalyst having d ¼ 60 � 10�4cm and the apparent density ga ¼ 1:4
g/cm3, according to relation (6.6):

S ¼ 3

r � ga
¼ 3

30 � 10�4 � 1:4 ¼ 714 cm2=g

the external diffusion rate for the regeneration in the riser system will be, according
to the relation (6.5):

rD ¼ �
0:7535 � 714

0:0821 � 103 � 923 � 8:46 � 10�4 �
60þ 8:46

60
pAf
� pAS

� �

¼ �9:57 pAf
� pAS

� �
mols=s � g cat

The very high value of the mass transfer coefficient proves that in the condi-
tions of the riser, the external diffusion does not exercise any influence on the overall
coke burning rate.

A calculation for the regenerator in dense phase is provided in Chapter 8. It
must be remarked that for such regenerators the estimate shows that the external
diffusion strongly influences the burning of coke [118,119], while, as shown, it is
weaker or missing for the riser systems.

In the case of a moving catalyst bed, the influence of external diffusion on
reaction and regeneration may be evaluated by means of the methods used for
processes with a stationary catalyst [112]. Since the cracking processes with
moving a catalyst bed have no current interest, these problems aren’t dealt
with here.

6.4.2 Pore Diffusion

Internal diffusion through the pores of zeolitic catalyst is treated differently from the
classical catalysts.

Classical methods are fully applicable to pore diffusion in classical catalysts. In
zeolites, one takes into account specific effects due to the regular structure of the
pores that leads to the phenomena called shape selectivity.

This selectivity is the consequence of the impossibility of hydrocarbon mole-
cules, which exceed the pore diameter, penetrating the zeolite micropores. The result
is that some components of the feed will be cracked selectively with much higher
rates than others.

This situation is enhanced in the cracking of residual feedstocks, the very heavy
components of which can penetrate only to the active sites of the matrix.

The most adequate method for expressing the effect of the diffusion influence
through the pores of the classic catalyst is by means of the effectiveness factor Z,
which is defined as the ratio of the observed reaction rate to that which would occur
in the absence of diffusion effects within the pores of the catalyst:

Z ¼ r0

r
ð6:26Þ
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where:

r0 = the experimentally observed reaction rate
r = the rate that would occur in absence of diffusion effects, or corresponding

to the use of the whole catalyst internal surface.

Eq. (6.26) allows the experimental determination of the effectiveness factor,
using for the determination of the rate r very small catalyst particles for which the
internal diffusion cannot decrease the rate of the process.

The effectiveness factor can be calculated using the Thiele modulus, h, using
for plan particles the relation:

Z ¼ 1

h
th � h ð6:27Þ

and for spherical particles the equation:

Z ¼ 1

h

1

th � 3h�
1

h

� �
ð6:28Þ

The graph of Figure 6.25a replaces such calculations and demonstrates among
others that there are but small differences the between the value of the effectiveness
factors of catalyst particles of different shapes. It is estimated [112] that these differ-
ences are smaller than the precision in the evaluation of the diffusion coefficient that
intervenes in the calculation of module h.

The general expression of the module h is [120–123]:

h ¼ L
rASffiffiffi
2
p

ðCAS

CAe

De � rAdCA

2
64

3
75

1=2

ð6:29Þ

where:

rAS and rA = reaction rates at the external surface, respectively in the pores,
both expressed on basis of volume of catalyst particle

CAS = concentration of the reactant at the external surface
CAe = concentration of the reactant at equilibrium; it is equal to zero

for irreversible reactions.
For irreversible reactions of the nth order, Eq. (6.29) becomes:

h ¼ L
nþ 1

2

� �1=2
krSC

n�1
AS

De

" #1=2

ð6:30Þ

and for irreversible reactions of the order I :

h ¼ L
krS
De

� 	1=2
ð6:31Þ

In Eqs. (6.29)–(6.31), the terms are defined as

k = reaction rate constant
	S = particle density
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Figure 6.25b Effect of catalyst particle diameter on reaction rate [136]. �� d ¼ 3:0 mm,

o� d ¼ 0:6 mm.

Figure 6.25a Effectiveness factor Z as function of Thiele modulus. 1 – planar particle

(Eq. 6.9), 2 – spherical particle (Eq. 6.10).
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De = effective diffusion coefficient
L = characteristic length, given by the ratio of the volume of the particle and

its geometric surface [120]. For spheres L ¼ d=6.

For zeolites with a 1 mm crystal size [237]:

L ¼ 10�6

6
m�1

and for 0.1 mm crystal size (submicron zeolites):

L ¼ 0:1� 10�6

6
m�1

It follows that the decrease of the size of the zeolite crystals increased the
reaction rate. This was confirmed experimentally [237].

The effective diffusion coefficient is expressed by the equation:

De ¼
1

1


DAB þ 1


ðDK ÞA
ð6:32Þ

where DAB is the coefficient for the reactant A diffusing through the substance B, and
(DK ÞA is the Knudsen diffusion coefficient of reactant A:

ðDK ÞA ¼ 9:7 � 103 � a
ffiffiffiffiffiffiffiffi
T

MA

s
ð6:33Þ

In this last equation a is the particle radius in cm.
Concerning the influence of internal diffusion on overall kinetics, it is well-

known that besides the decrease of the reaction rate, a strong diffusion effect
will cause the reaction order to approach the 1st order and the activation energy
to decrease, sometimes to only half of the value in absence of the diffusion
barrier.

Since the diffusion rate is much less influenced by the temperature than is the
reaction rate, there are situations where the effect of diffusion is manifested only
after a certain temperature is exceeded.

Studies of catalytic cracking on classic catalysts allowed one to draw interesting
conclusions concerning the influence of the internal diffusion. For example, early
studies [124] on the influence of internal diffusion at the cracking of isopropylben-
zene and of other alkylbenzenes showed that the reaction rate is influenced only
when the diameter of the catalyst particles exceeds 0.080 mm. Further studies
[125] using a classic catalyst with 10% Al2O3 and an average pore diameter of
30 Å, determined the temperatures above which the diffusion influences the overall
rate of the process (Table 6.7) for granules of different diameters.

Studies on cracking of crude oil fractions lead to similar conclusions. In one of
our studies [1] we investigated catalytic cracking at 4508C of several atmospheric gas
oils with a distillation range of 250–3608C and of vacuum gas oils with a distillation
range 300–4508C on a classic catalyst containing 12% Al2O3. The results showed a
doubling of the reaction rate constant when switching from catalyst particles of 3
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mm to particles having sizes in the range of 0.4–0.6 mm as depicted in Figure 6.25b
[136]. Other authors [126,127] obtained similar results.

These studies show that internal diffusion strongly influences the reaction rate
in moving bed processes that use catalysts as granules of 3–5 mm diameter and do
not influence the process rate in reactors with the catalyst in fluidized bed.

It would be wrong to believe that when using classic catalysts selectivity is not
related to the penetration of some components of the feed into the pores. This effect
on selectivity is related only to the difficulties of pore penetration by some compo-
nents with a very high molecular mass such as the asphaltenes, resins, and organo-
metallic compounds. It is much less specific than with zeolite catalysts.

This effect is illustrated by the data from the Table 6.8, which give the nickel
content of the catalyst powder obtained by the progressive erosion of the external
surface of used catalyst particles [128]. The table shows that the metal (nickel) con-
tent of the surface layer is four times the average concentration of metal in the whole
particle.

In addition to the problems seen in classic catalysts, zeolites have specific ones
related to steric hindrances for the penetration of some feedstock components in the
micropores. The dimensions of the access openings into the pores of various zeolites
are shown (Figure 6.12) compared to the sizes of the hydrocarbons of various
structures, illustrating steric limitations. The data of Figure 6.26 includes the values
of the corresponding diffusion coefficients [129]. The figure shows that important
variations of the diffusion coefficients may result for small variations of the mole-
cular diameters.

Table 6.7 Temperature Above Which Internal

Diffusion Influences Reaction Rate

Catalyst particles diameter (mm) Temperature 8C

0.056 690

0.290 380

0.630 345

1.750 307

Source: Ref. 125.

Table 6.8 Nickel Content in the Dust Obtained by

External Surface of Erosion of Catalyst Granules

Dust obtained by erosion (wt %) Ni content in dust

0.5 0.0403

1.5 0.0408

4.5 0.0318

100.0 0.0105

Source: Ref. 128.
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As a result, some components of the feed have access to all active sites of the
catalyst, while others have access only to a fraction of them. Therefore, the relative
reaction rates will be influenced by the shape of the components that will react, an
example of shape selectivity.

As an illustration, whereas with classic catalysts the cracking rate of the
cycloalkanes increases with the number of rings in the molecule, with zeolite catalysts
it decreases because the molecules of larger sizes do not have access to the active
sites. The data of Table 6.9 [130] illustrate this difference.

Similarly, with alkanes the rate of reaction depends on the degree of branching,
as shown in the data of Table 6.10 [131]. Besides the limitations due to branching, the
table illustrates also the much higher reactivity of alkenes compared to alkanes.

It is obvious that the selectivity obtained from various zeolites depends on their
specific structure, on the size, and the shape of the pores. On the basis of this

Figure 6.26 Diffusion coefficient as function of molecule diameter. ~– far from equili-

brium, * – 0.6 of equilibrium. (From Ref. 129.)
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knowledge, the zeolites to be incorporated in the matrix are selected according to the
objectives of the process using the catalyst.

6.4.3 Reaction Kinetics

6.4.3.1 Overall Kinetic Equations

Among the first kinetic equations for the catalytic cracking of gas oil were those
published in 1945 by A. Voorhies [132].

His equation correlates the average conversion x obtained on a stationary bed
of catalyst with the volume flowrate w and the contact time t, and has the form:

x ¼ A0c
A0f w

 !1=Nf

tðNc�1Þ=Nf ð6:34Þ

where A0c, A
0
f , Nc, and Nf are the parameters that depend on the feedstock and on the

catalyst, the subscripts indicating if they refer to the catalyst (c) or to the feed (f).
On basis of experimental measurements, Voorhies also established an empirical

equation for coke formation:

Cc ¼ A0ct
Nc ð6:35Þ

where Cc is the coke amount as weight percent, on the catalyst.
The experiments allowed the calculation of the parameters A0c and Nc, and

then, by means of Eq. (6.14), of the parameters A0f and Nf , lead to a second empirical
equation:

Table 6.9 Relative Reaction Rate of Different Hydrocarbons on Classic Silica-Alumina

Catalysts and on Zeolites

Hydrocarbon

Classic

Si–Al catalyst

Zeolite REHx

catalyst

Reaction rate ratio

zeolite catalyst/classic catalyst

140 2370 17.0

190 2420 13.0

205 953 4.7

210 513 2.4

Source: Ref. 130.
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v ¼ A0f x
Nf ð6:36Þ

where v is the weight percent of coke in relation to the amount of feed.
From among these equations, the one relating coke formation to residence time

(6.35) is still being recommended [11].
In 1946, by considering catalytic cracking as a first order process, A.V. Frost

[133] suggested the use of the kinetic equation deduced by T.V. Antipina [134] for
first order heterogeneous catalytic reactions in plug flow. This equation assumes that
all participating substances follow the Langmuir adsorption law, and that the reac-
tion step is rate controlling.

Catalytic cracking is written as:

A! �1A1 þ �2A2 þ � � � þ �nAn ðaÞ

and the reaction rate rA is expressed by:

rA ¼ kSyA ð6:37Þ

where kS is the rate constant of the surface reaction and yA is the surface fraction
occupied by the reactant A.

Table 6.10 Reaction Rate Constants and Efficiency Factors for Some Alkanes and

Alkenes at 5388C and 1 Bar

Hydrocarbon

Efficiency factor

ðZÞ
Reaction

step rate, (s�1)

n-hexane 1.000 29

3 methyl-pentane 1.000 19

2,2-dimethyl-butane 0.300 12

n-nonane 1.000 93

2,2-dimethyl-heptane 0.130 63

Hexene-1 0.860 7530

3-methyl-pentene-2 0.500 7420

3,3-dimethylbutene-1 0.028 4950

HZSM-5 catalyst with pores length 1.35 mm.

Source: Ref. 131.
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By using bi for the adsorption coefficients and pi for the partial pressure, and
by accepting the Langmuir adsorption law, Eq. (6.17) becomes:

rA ¼
kSbApA

1þ bApA þ bA1
pA1
þ bA2

pA2
þ � � � þ bAn

pAn

ð6:38Þ

Using x for the conversion and d for the increase of the number of moles
resulted from the stoichiometry of the reaction:

d ¼
X

�i � 1

one obtains for the partial pressures the expressions:

pA ¼ p
1� x

1þ dx

pAi
¼ p

�ix

1þ dx

Substituting in (6.38) and performing the simplifications, it follows:

rA ¼
kSbApð1� xÞ

1þ bApþ ðd� bApþ p
P

bi�iÞx
Using w for the volume feed rate, for an integral plug flow reactor it follows:

1

w
¼
ðx
0

dx

rA

Substituting rA and integrating, one obtains eventually:

a ¼ w ln
1

1� x
� bx

� 	
ð6:39Þ

where a and b are given by the equations:

a ¼ kSbAp

1þ dþ p
P

bi�i
b ¼ d�bApþ p

P
bi�i

1þ dþ p
P

bi�i
ð6:40Þ

Taking into account that the adsorption of coke is very strong, G.M.
Pancencov estimated [135] that the adsorption of the other components may be
neglected from the denominator of Eq. (6.38) and this equation becomes:

rA ¼
kSbApA
1þ bcpc

ð6:41Þ

which, after making the substitutions and integrating, leads to the final equation:

k ¼ w ln
1

1� x
� x

� �
ð6:42Þ

where the reaction rate constant k is given by the expression:

k ¼ kSbA
bc�c

For the case b ¼ 1, Eq. (6.42) is identical with (6.39).
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A large number of studies have confirmed this equation. In our experimental
work [97,136,137] feedstocks were prepared by solvent refining and had aromatic
carbon content determined by the method n-d-M comprised between 0 and 60% and
distillation range between 200–4508C. In all cases, the deviation of the constant b
from unity was below the limits of the experimental errors.

The simplification brought by G.M. Pancencov [135] can thus be considered
correct and Eq. (6.42) is recommended.

An equation identical to that of Frost was suggested in 1958 by Voge [84] and
is used by Decroocq et al. [4].

6.4.3.2 Correlation of Kinetic Constants with Feed Composition

As early as 1966, Raseev showed that compounds with aromatic structures that
strongly adsorbed on the catalyst surface decrease the activity of the catalyst and
the overall rate of the catalytic cracking reaction [136].

Four fractions with distillation ranges of: 200–2508C, 250–3008C, 300–3508C,
and 350–4508C, were prepared using a Romanian crude oil. From each fraction,
aromatic concentrates were prepared by means of solvent extraction. The content of
aromatic carbon atoms (CA) in the raffinate and extract were 50–57% CA and 0.0–
2.1% CA respectively. By mixing them in different proportions, five feeds were
obtained with various contents of aromatic carbons. The cyclo-analysis was per-
formed by the n-d-M method [178] while, for the fractions with high CA content,
the Hazelwood method was used [179].

Each feed was cracked in a fixed bed micropilot unit, using a classical Si–Al
catalyst [136,137,153].

The kinetic Eq. (6.39) was fitted to the results and the values of the constants a
and b were obtained.

For all the feeds and cracking temperatures (4508C, 4758C, and 5008C) the
value of the constant b was b ¼ 1.

The rate constant a was be correlated with the content of aromatic carbons CA

determined by cyclo-analysis, and the general equation was obtained:

a ¼ að1� 1:38CAÞ ð6:43Þ
where CA is expressed in weight fractions and a is a constant dependent on the
distillation range of the feed and on the cracking temperature (see Table 6.11).

Table 6.11 Constant a Values, Eq.

(6.43)

Feed distillation

limits ð8CÞ

Temperature (8C)

450 485 500

200–250 0.0909 – 0.2464

250–300 0.1775 – 0.3990

300–350 0.1985 – –

350–400 0.3850 0.5122 –

Source: Ref. 1.
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The feed characteristics were correlated with the percentage of coke � by using
the equation:

� ¼ dw�b ð6:44Þ
By processing the experimental data the value of b ¼ 0:6 for the atmospheric

distillates and b ¼ 0:7 for the vacuum distillates were obtained.
The constant d was correlated with the percentage of aromatic carbons CA in

the atmospheric distillate, as determined by cyclo-analysis, obtaining the equations
[136,153]:

Fraction 200�2508C d ¼ ð1:635þ 2:93� CAÞ102
250�3008C d ¼ ð3:182þ 2:83� CAÞ102
350�4008C d ¼ ð4:074þ 3:68� CAÞ102

For the vacuum distillate, a correlation could be obtained with the content of
hydrogen of the feed H2 expressed by fractions by weight using the relations [97,137]:

For cracking at 4508C:

d ¼ 0:1546� 0:798 H2

and for cracking at 4858C:

d ¼ 0:1741� 0:843 H2

Similar studies using a white paraffin oil with additions of different proportions
of a-methylnaphthalene [97] resulted in same type of correlations with the percentage
of aromatic carbon atoms, CA.

6.4.3.3 Catalyst Decay

The difficulties encountered in the analysis of kinetics of catalytic cracking derive
mainly form the rapid decrease of catalyst activity during the reaction or catalyst
decay, which affects the interpretation of the experimental results.

Two hypotheses were advanced concerning the cause of this decay:

1. The coke deposits forming on the catalyst
2. The duration of the catalyst use or the time on stream.

Various authors [18,138] take into account several variants concerning each of
the two hypotheses of deactivation and formulate the corresponding kinetic expres-
sions.

The decrease in catalyst activity as result of coke deposits is considered
[137–141] to be a process of the first order, that may be expressed by the equation:

fc ¼ e�acCc ð6:45Þ
where fc is the fraction of the catalyst activity remaining after a weight fraction Cc of
coke was deposited on the catalyst, and ac is the deactivation constant.

If the irreversible adsorption of coke is admitted as a cause of catalyst deac-
tivation, one may write, similar to Eq. (6.41):

f0 ¼ 1

1þ bCc

ð6:46Þ
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As in (6.45), if deactivation is correlated to the duration of use of the catalyst tt,
it will be expressed by the equation:

ft ¼ e�attt ð6:47Þ
Most of the studies [142–144] consider that in this case too, deactivation is a

first order process. Nevertheless, some studies produced correlations considering the
process to be of order zero [145], second order [146,147] or fractional [132,148]. In
the latter case, the differential equation will have the form:

df
dtt
¼ amf

m ð6:48Þ

where the exponent m varies between 0 and 1.
The problem of deactivation was also approached by using expressions of the

form (6.48) [18,149]. but they lead to additional mathematic difficulties and are not
used much.

There are various opinions concerning the degree to which the deactivation of
the catalyst affects the rate of the various reactions taken into consideration. In some
studies, [11,150,151] it is assumed that since the reactions are catalyzed by the same
active sites, the factor f affects them identically and has thus the same value for all
the reactions. In other studies [138], one considers it necessary to use various values
of f modifying the value of the constant a, depending on the reaction taken into
consideration.

6.4.3.4 Three Components Modeling

The practical need to know not only the overall conversion, but also the coke
amount and separately the yields of gasoline, C3 + C4 etc., imposed the use of
increasingly complex kinetic models. The different behavior of the alkenes, cycloalk-
anes, and of the aromatic hydrocarbons imposed that some models also take into
account the proportions in which these different classes of hydrocarbons are con-
tained in the feedstock, which of course complicates the model.

Among these, the most simple is the model with three components, represented
by the scheme:

where Y1 is the gas oil, Y2 is the gasoline, Y3 is the gases and the coke.
The first and the better known kinetic treatment based on this scheme was

given by Weekman and Nace [152] and it is expressed by the following system of
differential equations:

dy1

dð1
nÞ ¼ �k0y21ft ð6:49Þ

dy2

dð1
nÞ ¼ k1�2y
2
1 � k2y2

� �
ft ð6:50Þ
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dft

dð1
nÞ ¼ �aft ð6:51Þ

where:

y1 and y2 are the weight fractions of gas oil, and gasoline respectively
n is the mass reaction rate expressed as (mass of feed)/(mass of catalyst)
� (hour), k0 ¼ k1 þ k3, n2 and n3 stoichiometric coefficients

ft is the degree of deactivation of the catalyst expressed by Eq. (6.48), with
m ¼ 1

The results were fitted by using a 2nd order kinetics for the decomposition
reaction of the gas oil and 1st order for the decomposition of gasoline (6.49).

The integration of Eqs. (6.39)–(6.51) for plug flow conditions through a fixed
bed of catalyst leads to the following system of equations:

y1 ¼
1

1þ k0ft

n

ð6:52Þ

written also as:

x ¼ 1� y1 ¼
k0ft

n

1þ k0ft

n

ð6:53Þ

y2 ¼ r1r2e
�r2=y1 1

r2
er2 � y1

r2
er2=y1 � Einðr2Þ þ Ein

r2
y1

� �� 	
ð6:54Þ

where

r1 ¼
k1�1
k0

r2 ¼
k2
k0

EinðxÞ ¼
ðx
�1

ex

x
dx

Eqs. (6.52) and (6.54) give the instantaneous conversions that decrease with
increasing deactivation of the catalyst. In processes with a stationary catalyst bed,
such as those used in laboratory studies, one measures the final conversions of a
complete cracking cycle. These conversions correspond thus to average conversions,
which can be determined by the integration of Eqs. (6.52–6.54).

For the average gasoline conversion y2, the equation will be:

y2 ¼
ð1
0

y2d
tt
ts

� �
ð6:55Þ

where tt is the time on stream of the catalyst, and ts is the total duration of the
cycle.

The average conversion y2 of Eq. (6.54) can be calculated by using numerical
methods.

The average total conversion x is given by:
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x ¼ 1

at
ln

1þ k0
n

1þ k0
n
e�atts

2
64

3
75 ð6:56Þ

The system of equations (6.48–6.56) remains the same if fc—deactivation
depending on the coke deposited on the catalyst (Eq. 6.45)—is used in place of
ft.

Eqs. (6.52) and (6.54) allow the calculation of the total conversion and of the
conversion to gasoline. The conversion to gases C1–C4 and coke is obtained by
difference.

In order to obtain the conversion to coke by itself, it is necessary to use
equations of the type (6.35) or (6.36). For systems in which the catalyst circulates
between the reactor and the regenerator, the residence time of the catalyst in the
reactor t is easy to determine and the use of a type (6.35) equation is recommended.
It is usually written in a simplified form, where C is the weight percent coke on the
catalyst:

C ¼ AtN ð6:57Þ

Note [11] that the value of the constant A depends on the catalyst, the feed, and
the operating conditions, whereas the constant N varies very little with these factors
and usually has a value of about 0.5.

The three components model, using first or second order kinetics for the crack-
ing reactions of gas oil was utilized in many studies [151,155].

Thus, J.M. Kolesnicov, I.N. Frolova, and H.A. Lapshina [180] studied the
cracking of a petroleum gas oil fraction with a density of 0.869 on a natural silima-
nite catalyst activated with sulfuric acid. The data were correlated by using kinetic
equations of the 1st order of the form (6.39) and a three components model. The
following values were obtained for the rate constants:

at 4508C k1 þ k3 ¼ 0:095 g/g�h k2 ¼ 0:260 g/g�h
at 4808C k1 þ k3 ¼ 0:131 g/g�h k2 ¼ 0:326 g/g�h
at 5108C k1 þ k3 ¼ 0:208 g/g�h k2 ¼ 0:480 g/g�h

D.W. Kraemer and H.J. Lasa [181] used a similar model but where the forma-
tion of coke was not included. They used 2nd order kinetics for the gas oil decom-
position reaction. The results obtained in this study do not seem plausible. By
processing the data, the value k2 ¼ 0 was obtained for the decomposition of gasoline
to gases. Also, a strong influence of temperature was seen on the constant k3 while its
effect on the constant k1 was almost insignificant.

N.N. Samoilova, V.N. Erkin, and P.J. Serikov [151] use the same three com-
ponents kinetic model but took into account the chemical composition of the feed.
They also took into account the time rate deactivation of the catalyst, using to this
purpose Eq. (6.47). The study proved that the constant at in Eq. (6.47) does not
depend on the nature of the feed.

The experimental data was processed using a 1st order kinetic equation for the
decomposition of the vacuum distillates and also 1st order kinetics for the decom-
position of gasoline.
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The decomposition of the vacuum distillate (sum of the constants k1 + k3) was
correlated with the ratio of the content of aromatic hydrocarbons to that of alkanic
hydrocarbons in the feed—A=P by means of the exponential relation:

k1 þ k3 ¼ a0ðA=PÞ�b ð6:58Þ
The values of the constants a and b for different temperatures are given in
Table 6.12.

The apparent activation energies for the decomposition of vacuum distillates is
situated between 24.7 and 28 kJ/mole.

M. Larocca, S. Ng, and H. de Lasa [159] make a distinction between the
alkanic, cyclo-alkanic, and aromatic hydrocarbons contained in the feed in the
framework of the kinetic model of Figure 6.29.

The work uses the exponential equation to express the deactivation of the
catalyst as a function of the amount of deposited coke.

The gas oil feed was injected in the He stream that fluidizes the microspherical
catalyst in the reactor. The rate constants were determined for three commercial
catalysts, separately for alkanes, cycloalkanes, and aromatic hydrocarbons at var-
ious temperatures. On this basis, the behavior of these classes of hydrocarbons were
compared.

The composition of the feed was also taken into account in other studies that
dealt with the kinetics of catalytic cracking [18,156,237].

6.4.3.5 Three Components Modeling Applied to Moving Bed and
Fluidized Bed Systems

The kinetic reactions deduced by Weekman and Nace were successfully applied to
the design of systems involving moving beds, fluidized beds in dense phase [11], and
in riser systems [154] presented in this section.

The accepting of a kinetic equation of 2nd order for the cracking of gas oil
(E.6.49–6.51) was (Krishnaswamy and Kittrell [150]) compared with an identical
model wherein the cracking reaction was of the 1st order, but another equation
for the deactivation of the catalyst was considered. The system of differential equa-
tions used in their work was:

dy1

dð1
nÞ ¼ �k0y1f ð6:59Þ

Table 6.12 Eq. (6.58)

Constants

Temperature

(8C) a0 b

420 1.16 0.36

440 1.24 0.39

460 1.29 0.44

480 1.33 0.48

510 1.39 0.50

530 1.46 0.50
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dy2

dð1
nÞ ¼ ðk1�1y1 � k2y2Þf ð6:60Þ

df
dð1
nÞ ¼ �by1f ð6:61Þ

Different from Eq. (6.51) used by Weekman and Nice, Eq. (6.61) for the
catalyst deactivation contains y1, which is a weight fraction of feed.

Both systems of equations were integrated for systems of the riser type and
compared with the experimental data [154]. For the usually used conversions, prac-
tically identical results were obtained. It is therefore possible to use in calculations
two equation systems:

In the system described by Eqs. (6.49–6.51) the cracking of gas oil is a reaction
of the 2nd order and the deactivation of the catalyst is independent of the
feed concentration.

In the equation system (6.59–6.61), all the reactions are of the 1st order while
the deactivation of the catalyst depends on the feed concentration.

In connection with this agreement it is to be remarked that Eq. (6.59) is in fact
an equation of the 2nd order, since f depends on y. This explains the similarity
between the expressions for the integral equations obtained with the two models.

It must be emphasized that both equation systems are formulated for quasi-
homogeneous reaction systems, which confers them a semi-empirical character.
From this point of view, an interesting paper [156] reports that kinetic processing
uses Langmuir adsorption isotherms and makes a comparison of the results with
those obtained when using 2nd order, quasihomogeneous kinetics, expressed by the
equations (6.49–6.51).

Another study [156] used a pulsed reactor, which made the assumption that the
deactivation phenomena for the catalyst were negligible.

By accepting as in the previously cited works [135] that the adsorption of one
of the reaction products is very strong, it leads to the expression:

�½lnð1� xÞ� � x ¼ k
RT

p0

b

bp

� �
G

F
ð6:62Þ

where:

p0 is the partial pressure of the feed, b and bp are the adsorption constants for
the feed and for the products

G is the amount of the catalyst,
F is the feedrate in gas phase

It is easy to understand that by including the adsorption constants in the rate
constant and by using the volume feedrate, an expression identical with (6.42) is
obtained.

Eq. (6.62) gives good agreement with the experimental data, including those
that served to verify Eqs. (6.52–6.54). This agreement is illustrated in Figure 6.27,
which shows an almost linear correlation between the corresponding expressions for
the two types of equations for conversions ranging between x ¼ 0:3 and x ¼ 0:8.
This finding led to the conclusion [156] that homogeneous 2nd order kinetics is only
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a mathematical approximation of heterogeneous 1st kinetics, hindered by the coke
which is formed in the process.

The mathematical form of Eq. (6.62) makes it difficult to treat models made of
a number of simultaneous reactions. Therefore, in such cases the system of Eqs.
(6.52–6.54) is used.

Eqs. (6.49–6.51) were used to derive the integral form not only for systems
involving a stationary catalyst, but also for: (a) cracking in a fluidized bed in dense
phase and (b) in reactors of the riser type, which were treated as systems with a
cocurrent moving bed.

Dense phase fluidized bed reactors�. The most simple treatment is that of B. Goss,
D.M. Nace, and S.E. Voltz [157], which applies the same effectiveness factor Kf

to all the rate constants. Thus, Eqs. (6.53) and (6.56) become:

x ¼
Kf

k0ft

n

1þ Kf

k0ft

n

ð6:63Þ

x ¼ 1

at
ln

1þ Kf

k0
n

1þ Kf

k0
n
ft

2
64

3
75 ð6:64Þ

Figure 6.27 Conversion for second order reaction rate in homogenous system, versus for

first order rate, in heterogeneous system, with strong adsorption of one of the reaction pro-

ducts. (From Ref. 156.)

* The treatments that follow imply the existence of good fluidization.
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Eq. (6.54) remains unchanged since it contains ratios of the rate constant and
not absolute values.

The more exact equations deduced by Weekman and Nace [152] are also
recommended in review articles [11]. The authors consider that the catalyst in the
fluidized bed is perfectly mixed and that the ascending flow of reactants has a con-
stant velocity across the entire cross section of the reactor, as it passes through the
bed.

In this situation, in the equations system (6.49–6.50), f1 is constant, Eq. (6.51)
disappears, and f can be expressed by Eq. (6.46).

The Eq. (6.49) becomes:

dy1

dð1
nÞ ¼ � k0
1þ bCc

y21 ð6:65Þ

Integrating between the limits y ¼ 1 for n ¼ 1 and y for n, it results:

y1 ¼
1þ bCc

1þ bCc þ k0


n

ð6:66Þ

and

e ¼ k0


n

1þ bCc þ k0


n

ð6:67Þ

where e is the total conversion: e ¼ 1� y1.
Weekman and Nace [152] introduce an extended variable for the reaction time

of the form:

x

ð1þ atttÞw
where:

x is the height, expressed as fraction of the height of the fluidized bed
attt is the exponent of Eq. (6.47) that expresses the deactivation of the catalyst

function on the time on stream
w is the volumetric rate.

Introducing this variable, the Eq. (6.49) becomes:

dy1
dx
¼ k0
ð1þ atttÞw

y21 ð6:68Þ

which, after integration gives:

y1 ¼
1þ at

1þ atþ k0=w
ð6:69Þ

and

e ¼ k0=w

1þ atþ k0=w
ð6:70Þ

These two equations differ from (6.66) and (6.67) only by the manner of
expressing the deactivation of the catalyst, i.e., depending on the time on stream t
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and not on the amount of deposited coke Cc, and by expressing the feedrate in terms
of volume instead of mass flowrate.

Concerning the conversion to gasoline y2, since the integrated Eq. (6.54)
involves only the ratios of the rate constants and assuming that all the constants
are affected by the same deactivation factor f, it results that this equation remains
valid also for cracking in a fluidized bed.

The equation that expresses the maximum conversion to gasoline y2max is
obtained by equating to zero the differential equation (6.50), from which it results:

y2max ¼
k1�2
k2
ð1� ey maxÞ2 ð6:71Þ

If y2max is expressed as a weight fraction, the stoichiometric coefficient n2 must
be omitted.

In order to express the volume rate corresponding to the maximum of gasoline,
one writes w of Eq. (6.70) in explicit form. In the obtained equation e is substituted
by eymax written from Eq. (6.71) in explicit form. Eventually, one obtains:

wy2max
¼ k0

ð1þ atÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1�1

k2y2 max

� 1

r� 	 ð6:72Þ

Similarly, using the expression (6.67) in the place of (6.70) it results:

ny2max
¼ k0

ð1� bCcÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1�1

k2y2 max

� 1

r� 	 ð6:73Þ

Riser and cocurrent moving bed reactors. These reactors are characterized by the
cocurrent moving of the catalyst and the reactant, which leads to kinetic equations
of the same form.

Generally, the simplifying assumption is accepted that the residence time of the
catalyst in the reactor is identical to that of the vapors that circulate through the
system [154]. In these conditions the residence time of the catalyst t1 contained in the
exponent of Eq. (6.47) may be expressed by:

t1 ¼
1

w
¼ r

n
ð6:74Þ

with the condition that w should be expressed in the same time units as used in Eq.
(6.47); r represents the mean density of the vapor stream flowing through the reac-
tor.

Substituting in (6.47) and then in (6.49), one obtains:

dy1
d 1=nð Þ ¼ �k0y

2
1e
�ar=n ð6:75Þ

By integrating this equation within the limits y ¼ 1 for n ¼ 1 and y for n, it
follows:

1

y1
� 1 ¼ k0

ar
1� e�ar=n
� �

ð6:76Þ
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which is identical with the equation obtained by Paraskos [154], and confirmed by his
experimental determinations. Weekman and Nace [18] using a different path
obtained at the end an equivalent equation.

Concerning the equations that express the conversion to gasoline (6.54) and the
maximum of gasoline (6.71), they remain the same because in these equations only
the ratios of the rate constants intervene, which are considered to be affected in
identical manner by the catalyst deactivation phenomenon.

In order to obtain the feedrate corresponding to the maximum of gasoline, in
Eq. (6.76) one substitutes y1 ¼ 1� e and r ¼ t1n. One obtains:

1� e ¼ 1

1þ k0
antt
ð1� e�attÞ

For the conditions of maximum conversion to gasoline, one replaces (1 � e) by
(1� eymax) from Eq. (6.71). After regrouping it follows:

ny2 max ¼
k0ð1� e�att Þ

att

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1�2

k2y2max

� 1

r� 	 ð6:77Þ

Since gasoline represents the main product of catalytic cracking, the analysis of
the influence of process factors and their selection to the purpose of maximizing
gasoline yield is a problem of utmost importance. But, the obtained Eqs. (6.54) and
(6.71) combined with (6.73) for the fluidization in dense phase, or with (6.77) for
systems with riser reactor, make such an analysis very difficult.

By simplifying the system to one represented by:

A!k1 B!k2 C
Wojciechowski and Corma [18,158] deduced equations that allowed computer simu-
lation of the variation of the conversion to gasoline, as a fraction of the total con-
version. The results were plotted as curves corresponding to various reaction
conditions. Despite the fact that the published representations [18] have qualitative
character, they allow some conclusions with general character which are given in the
Section 6.4.4.

The quantitative dependency of the conversion to gasoline versus the conver-
sion of the gas oil was calculated by the above equations [152], and the results are
compared to experimental data in Figure 6.28.

6.4.3.6 Systems With Four and More Components

A model with three components (lumps) was developed by Larocca et al. [159] in a
study that focused especially on the modeling of catalyst deactivation. The study
used a pulsed reactor. For the processing of the data the model with three compo-
nents, described previously, and a model with five components reproduced in Figure
6.29 were applied. This latter model considers that in the cracking process, the
alkanes (paraffins, P), cyclo-alkanes (naphthenes, N), and aromatic hydrocarbons
(A) in the feed behave differently from each other.
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The model is described by a system of differential equations corresponding to
the pulsed flow reactor, considering that all the reactions are of 1st order, and that
the deactivation of the catalyst is expressed by the equation:

k ¼ k0t
�m
t ð6:78Þ

where:

k0 and k are the rate constants at the beginning of the run and after a time on
stream tt

m has the value 0.1–0.2.

The most important development of the three components model is a model
with four components (Figure 6.30) [160] that separates the conversion to gases from
the conversion to coke.

Expressing the concentrations Y in weight fractions, accepting 2nd order
kinetics for the three cracking reactions of gas oil and 1st order kinetics for the
other reactions, the authors formulate the following system of differential equations:

dY1

dt
¼ �ðk12 þ k13 þ k14ÞfY2

1 ð6:79Þ

Figure 6.28 Comparison of the kinetic model with experimental data for a moving bed

system. (From Ref. 152.)
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Figure 6.29 Five components (lumps) model. P – alkanes (paraffins), N – cyclanes

(naphthenes), A – aromatics in the feed. G – gasoline, C – gases (C1–C4) and coke. (From

Ref. 159.)

Figure 6.30 Four components (lumps) model. (From Ref. 160.)
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dY2

dt
¼ k12fY

2
1 � ðk23 þ k24ÞfY2 ð6:80Þ

dY3

dt
¼ k13fY

2
1 þ k23fY2 � k34fY3 ð6:81Þ

dY4

dt
¼ k14fY

2
1 þ k24fY2 þ k34fY3 ð6:82Þ

where f is the catalyst deactivation function and the subscripts to the rate constants
k are those indicated in Figure 6.29.

The system was solved in the same manner as the model with three compo-
nents, obtaining the same type of integrated equations for gas oil and gasoline.

For the conversion to coke, the equation has the form:

Y4 ¼ 1� að1� r1Þð1� eÞ � r1ðr34 � br2Þ
ðr34 � r2Þ

exp r2 �
r2

1� e

� �

� r1r2ðr34 � br2Þ
ðr34 � r2Þ

exp � r2
1� e

� �
Ein

r2
1� e

� �
� Einðr2Þ

h i

� ð1� aÞð1� r1Þ �
r1r2ð1� bÞ
ðr34 � r2Þ

� 	
exp r34 �

r34
1� e

� �

� ð1� aÞð1� r1Þr34 �
r1r2r34ð1� bÞ
ðr34 � r2Þ

� 	
exp � r34

1� e

� �
Ein

r34
1� e

� �h

� Einðr34Þ
�

ð6:83Þ
where:

e ¼ 1� Y1; a ¼ k14

ðk13 þ k14Þ; b ¼ k24ðk23 þ k24Þ;

r1 ¼ k12

ðk12 þ k13 þ k14Þ; r2 ¼ ðk23 þ k24Þ


ðk12 þ k13 þ k14Þ;

r34 ¼ k34

ðk12 þ k13 þ k14Þ;EinðxÞ ¼

ðx
�1

ex

x
dx

The constants r1 and r2, which contain the expressions for the rate constants,
result from the processing of the model with three components. The constants a, b,
and r34, which appear only in the model with four components, were obtained by
processing data obtained in a Kellogg riser pilot plant.

The agreement between the conversion to coke calculated by Eq. (6.83) with
that measured in the pilot plant or in a industrial plant is presented graphically in the
original paper [160]. The maximum deviations are of the order � 15–20%.

Another article [161] used the model with four component lumps but ignored,
which seems logical, the direct formation of coke from gases.

Models with a much higher number of components were also suggested, either
in order to detail the composition of the gases or to take into account the differences
in the behavior of the feed components.

To the first category belongs the model proposed by John and Wojciechowski
[162], reproduced in Figure 6.31 and that suggested by Corma et al. [163]. To the
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Figure 6.31 Model proposed by John and Wojciechowski. (From Ref. 162.)

Figure 6.32 Ten-lump kinetic model scheme. P1 = wt % paraffinic molecules, 222–3428C;
N1 = wt % naphthenic molecules 222–3428C; CA1 = wt % carbon atoms among aromatic

rings, 222–3428C; A1 = wt % aromatic substituent groups (222–3428C); Ph ¼ wt % paraffinic

molecules, >3428C; Nh = wt % naphthenic molecules, >3428C; CAh = wt % carbon atoms

among aromatic rings, >3428C; Ah = wt % aromatic substituent groups (>3428C); G = G

lump (C5-2228C); C = C lump (C1–C4 + coke); CA1 + P1 + N1 + A1 = LFO (222–3428C);
CAh + Ph + Nh + Ah = HFO (>3428C).
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second category belongs the model with 10 components suggested by Jacob et al.
[164,165], depicted in Figure 6.32.

This latter model (Figure 6.32) takes into account in a detailed manner the
chemical composition of the feed, as well as its structure in terms of distillation
fractions, which allows its use for feeds containing components of a variety of
natures. However, it has the disadvantage that it calculates only the overall yield
of gases C1–C4 + coke resulted from the process. In order to compensate for this
disadvantage, Olivera and Biscaia Jr. [166] completed the Jacob’s model by sepa-
rately modeling the formation of coke and the formation of primary and secondary
gases.

The kinetic model of Jacob was further compared with the three above models.
Finally four models resulted, as follows:

Model 1. From Figure 6.31, without completions, where the deactivation of the
catalyst is described by a hyperbolic equation similar to Eq. (6.24):

fðtcÞ ¼
1

1þ btgc
ð6:84Þ

where tc is the duration of catalyst use, and b and g are constants.
The other three models are based on the model of Figure 6.31 completed with

the separate accounting for gas and coke formation, and which differ from each
other by the catalyst deactivation equation considered.

Model 2. Uses the deactivation equation (6.84) and has the same value for the
constants b and g for gas oil and gasoline.

Model 3. Uses different values of the deactivation rate f for gasoline and for gas
oil, both being expressed by exponential equations of the form (6.47).

Model 4. Uses also different values for f for gasoline and gas oil, but the deacti-
vation is expressed, depending on the coke amount deposited on the catalyst, by
exponential expressions of the form (6.45).

The experimental data for gasoline cracking obtained in an isothermal reactor
with a fixed bed of catalyst were processed by means of each of the four models
obtaining the following conclusions:

The reaction rates for gasoline cracking to secondary gases and to coke have
rates equal to zero.

The catalyst activity decreases faster during the cracking of primary gas than
for gasoline cracking.

Model 4, in which the deactivation of the catalyst depends on the deposited
coke, gives the best agreement with the experimental data.

Thus, model 4, is recommended for modeling the catalytic cracking of gas oil.
A recent study [239] compared the 3-, 4-, and 5-lumps kinetic models with

experimental data obtained at 4808C, 5008C, and 5208C in a micro-activity reactor
(ASTM D 3907–92). The best results were obtained by using the 5-lumps kinetic
model (Figure 6.33).

For catalyst deactivation, the exponential expression (6.45) was used, with
a ¼ 0:0875.
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The obtained kinetic constants and activation energies (103 kcal/mol) were:

k1 ¼ 0:1942 E1 ¼ 13:7

k2 ¼ 0:0032 E2 ¼ 10:8

k3 ¼ 0:0001 E3 ¼ 11:8

k4 ¼ 0:0140 E4 ¼ 7:6

k5 ¼ 0:0357 E5 ¼ 12:5

k6 ¼ 0:0061 E6 ¼ 17:5

k7 ¼ 0:0020 E7 ¼ 9:5

In another study [161], a kinetic model with four components, similar to that of
Figure 6.30 but without the reaction for coke formation from gases (k34 ¼ 0), served
for the determination of the kinetic constants of the 2nd order reaction for gas oil
cracking and of 1st order gasoline cracking. The deactivation of the catalyst was
considered the same for all the reactions and was expressed by an exponential
equation where the variable was the time the catalyst was on stream (6.47).

The constants were derived by processing published data concerning the per-
formance of a catalyst with high activity in a riser type reactor. The conversion was
defined in terms of the weight percent of gasoline, gases, and coke.

The kinetic parameters deduced for a single feed and a catalyst are collected in
Table 6.13.

A seven-lump model used by Al. Khattaf and de Lasa [237] gives the kinetic
equation for the formation of alkanes, alkenes, naphthenes, aromatics, coke, and
methane.

A new treatment of the kinetics of gas oil catalytic cracking [167], takes into
account in detail the reaction mechanism involving carbenium ions. This approach is
close to the ‘‘mechanistic modeling’’ used in the pyrolysis of the gas oil, discussed in
Section 5.14.

Before the model was actually formulated, several necessary simplifications
were brought to the reaction mechanism. For example, the rate of extraction of a
hydride ion by a Lewis site was considered to be independent of the nature of the
alkane hydrocarbon from which the extraction took place. Only the extractions from
secondary or tertiary carbon atoms were considered.

The equations for the rates of formation of the carbenium ions were written on
the basis of the classic interaction reactions of the alkanes with the active Lewis sites

Figure 6.33 5 lumps kinetic model. (From Ref. 239.)
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and of the alkenes with the Brönsted centers. From here, the equations for the rates
of formation by way of b scissions of the alkanes and alkenes were deduced.

By application of the steady states theorem to the carbonium ions produced on
the two types of sites, the rate equations for the catalytic cracking of the considered
hydrocarbons were derived.

This method of calculation was applied for the determination of the rate con-
stants of the elementary reactions considered in the catalytic cracking of alkanes.
This approach can be extended to the catalytic cracking of cyclo-alkenes and alkyl-
aromatic hydrocarbons.

The determined reaction rates are initial rates that do not take into account the
catalyst deactivation as a consequence of coke deposits.

It seems that this study opens new promising ways for the treatment of the
kinetics of catalytic cracking of petroleum fractions.

The effect of adding residues derived from different crude oils in proportions of
up to 20% to the vacuum distillates feed was studied. The study however, does not
supply the necessary elements for the generalization of the conclusions and for their
application to the catalytic cracking of other feeds.

6.5 EFFECT OF PROCESS CONDITIONS

The process conditions influencing the catalytic cracking may be grouped as follows:

Temperature
Pressure
Feed composition
Feed recycling
Catalyst behavior
Catalyst/feed ratio

The influence of the volume feedrate results from Section 6.4 (on the kinetics of
catalytic cracking).

Table 6.13 Kinetic Constants for 4-lump Model

Kinetic

constants

Temperature (8C)

A (h�1) E (kJ/mol)482.2 548.8 615.5

aa 1.944 10.140 31.102 3.017�108 117.7050

k12 15.644 39.364 79.408 9.778�105 68.2495

k13 3.323 9.749 28.020 4.549�106 89.2164

k14 1.297 3.302 6.102 3.765�104 64.750

k1 ¼ k12 þ k13 þ k14 20.264 52.415 113.440 1.937�106 72.2526

k23 0.711 1.370 2.470 3.255�103 52.7184

k24 0.411 0.753 1.384 7.957�103 63.4580

k2 ¼ k23 þ k24 1.122 2.123 3.854 4.308�103 51.6726

a a, constant from the equation f ¼ e�a� .
Source: Ref. 161.
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6.5.1 Temperature

In catalytic cracking as in other processes, the influence of temperature on the
reaction rate is expressed by the Arrhenius equation:

k ¼ Ae�E=RT ð6:85Þ
It must be remarked that in heterogeneous catalytic process, the activation

energy experimentally measured (in conditions where the diffusion phenomena do
not influence the reaction rate) is an apparent energy EX that includes the heats of
adsorption of the reactants and of desorption of the products. The connection
between the apparent activation energy and the activation energy of the reaction
itself E is given by the relation:

EX ¼ E � �A þ �B ð6:86Þ
where �A and �B are the heats of adsorption of the reactants, respectively of the
products.

The second remark refers to the very large differences between the activation
energies calculated by various researchers on basis of experimental data that vary
between the limits 20–125 kJ/mole. In a previous work [1] examples were given and
the causes of these differences were analyzed.

There are two main reasons that lead to such large differences:

The form of the kinetic equation used for calculating the rate constants at two
temperatures

The influence of the diffusion phenomena on the conditions in which the
determinations were carried out

The first cause of errors can be avoided by using the Arrhenius equation
written as:

ln
kT1

kT2

¼ E

R

1

T2

� 1

T1

� �
ð6:87Þ

and replacing the ratio of the rate constants by the ratio of the reaction times
required for obtaining the same degree of conversion at the two temperatures.

Indeed, since any kinetic equation may be written as:

k ¼ w � f ðxÞ;
it results that for two temperatures and for a specified conversion x constant, one
may write:

kT1

kT2

¼ wT1

wT2

� �
x¼const

ð6:88Þ

which allows replacing in Eq. (6.67) the ratio of the rate constants with the ratio of
the volume rates at constant conversion. There is no need to know the expression for
the reaction rate equation.

Thus the activation energies for the formation of coke deposits on the catalyst
can be calculated even if certain kinetic equations are missing.

Concerning the influence of diffusion phenomena, the only solution is to use
experimental techniques that eliminate such influences. This approach is used in
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numerous studies [154,156,157,158]. Before accepting the obtained values for the
activation energies, it is necessary to perform an analysis of the experimental tech-
nique and of the calculation methods.

The analysis of the published data allows one to conclude that the average
values of the activation energies vary with the characteristics of the catalyst and of
the feed.

For the lower alkanes, the activation energies [83] show a decrease of the
activation energy with the molecular mass.

n-C6H14 153 kJ/mol

n-C7H16 123 kJ/mol

n-C8H18 104 kJ/mol

For atmospheric and vacuum petroleum fractions, the majority of the pub-
lished studies [4] suggest values ranging between 40 and 60 kJ/mole. Our own studies
of the catalytic cracking of a vacuum distillate using a microspherical, classic, equi-
librium catalyst extracted from an industrial plant lead to values of about 60–70
kJ/mole [97]. It was also verified that the addition of a-methyl-naphthalene did not
sensibly modify the value of the activation energy.

The variation of the apparent activation energy with the molecular mass
shows a higher value of the activation energies corresponding to the decomposition
of the gasoline to gases as compared to the formation of gasoline from the feed
[1,127].

Since the formation and the decomposition of gasoline constitute two succes-
sive reactions, it results that, similarly to the thermal cracking, the increase of the
temperature in catalytic cracking leads to the decrease of the maximum of gasoline
yield. This conclusion was deduced theoretically [1] and was experimentally con-
firmed, among others, by determinations performed in a riser type pilot plant,
depicted in Figure 6.34 [169].

The variation of the conversion to gasoline as a function of the overall con-
version as shown in Figure 6.35, demonstrates that this conversion goes through a
maximum that decreases as the riser outlet temperature increases.

With increasing temperature, the proportion of cycloalkanes dehydrogenation
and thermal cracking reactions will also increase, since they have larger activation
energies than those of catalytic cracking. The result is the increase of the unsaturated
and aromatic character of the gasoline and as a consequence the increase of the
research and motor octane numbers.

These conclusions are confirmed also by the experimental data obtained in the
pilot plant (see Figure 6.33) [169]. Thus, Figures 6.36 and 6.37 show the variation
with the temperature of the yield (as a percentage) of isobutene and isopentenes,
Figure 6.38 shows the production of benzene and Figures 6.39 and 6.40 give the
Research and Motor octane numbers for gasoline.

The data in these graphs were obtained for two feeds and two equilibrium
catalysts, the main characteristics of which are reproduced in Tables 6.14 and
6.15.

There is no data concerning the activation energy for the formation of coke.
This is due to the absence of kinetic reliable equations describing the formation of
coke in the conditions of the process.
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Eq. (6.87) combined with (6.88), which eliminates the need to know the form of
the kinetic equations, leads to the value E ¼ 25 kJ/mole [97], which appears to
decrease as the aromatic character of the feed becomes stronger.

The lower value of the activation energy compared to that of the overall con-
version of the feed explains the decrease of the percentage of coke at higher reaction
temperature, in conditions of constant total conversion (see Table 6.16) [170].

Although the data in the table refers to a classic catalyst, it shows the same
trend for the performance of a zeolite catalyst, discussed earlier. The increase in
temperature produces the increase of the octane number, the unsaturated character
of the gases, and the aromatic character of the gasoline, as illustrated by the density
increase.

The variations of gasoline characteristics with the reaction temperature are
depicted in detail in Figure 6.41 [171].

With increasing temperature the activation energy may decrease. This is the
effect of the diffusion phenomena, which however are less influenced by temperature
than the reaction kinetics (see Figure 6.42).

Figure 6.34 Pilot plant with riser reactor. (From Ref. 169.)
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Figure 6.35 Conversion to gasoline function of the overall conversion at two temperatures

and two catalysts. ROT riser outlet temperature. (From Ref. 169.)

Figure 6.36 Conversion to isobutene for two catalysts, at various riser outlet temperatures.

(From Ref. 169.)
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Figure 6.37 Conversion to isopentene for two catalysts and various ROT values. (From

Ref. 169.)

Figure 6.38 Conversion to benzene function of overall conversion for two outlet riser

temperatures ROT. (From Ref. 169.)
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Figure 6.39 Research octane number as function of conversion for various riser outlet

temperatures. (From Ref. 169.)

Taking into account the narrow range of temperatures, ranging from 470–
5458C where the catalytic cracking is performed, it is difficult to verify if any
change in the activation energy occurs within this tight interval. The low values
of the previously cited activation energy [1] allow the assumption that the external
diffusion influences in some cases the reaction rate. Thus, R.Z. Magaril [73] con-
siders that for spherical catalysts with a diameter of 3–5 mm used in the moving
bed processes, the transition to control by external diffusion takes place at tem-
peratures of 480–5108C, while for microspherical catalysts used in the fluidized bed
processes, takes place at 540–5608C. Since these estimates refer to classic synthetic
catalysts with 12–25% Al2O3, one can assume that for zeolite catalysts, which are
more active, the transition to control by the external diffusion will occur at still
lower temperatures.

It must be remarked that the temperature for the transition from reaction
control to diffusion control is different for the decomposition reaction of the feed
to gasoline and that of gasoline to gas. The difference is a result of the apparent
activation energy that is higher for the decomposition of gasoline than for its for-
mation, and of a higher diffusion coefficient for the molecules of gasoline than for
the molecules of feed. Accordingly, the diffusional barrier will intervene at higher
temperatures for the gasoline formed in the process than for the feed submitted to
catalytic cracking. The influence of the external diffusion can be a decrease of the
maximum of gasoline yield.
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The influence of the internal diffusion is similar to that of the external diffu-
sion, with the difference that it is strongly influenced by the structure and size
distribution, and by the size of the feed molecules. Besides, even the very strong
influence of the internal diffusion cannot reduce the value of the apparent activation
energy by more than half of the activation energy of the actual reaction.

The high differences among the structures of the catalysts and the variety of
feeds used in catalytic cracking makes it difficult to formulate generally valid con-
clusions concerning the influence of the internal diffusion on the overall rate. It can
however be stated that such influences are minimal when microspherical catalysts are
used and may become important for granular catalysts used in the moving bed
processes.

6.5.2 Pressure

In catalytic cracking the pressure varies within very narrow limits determined by the
type of unit and by the catalyst circulation system. It doesn’t constitute a process
parameter to act on in the selection of the operating conditions of the unit.

However, it is very important to understand the effect of pressure upon cata-
lytic cracking reactions. This effect explains the differences in the performances of
various types of units and allows to make improvements to the design of units of a
given type.

Figure 6.40 Variation of motor octane number function of conversion for various riser

outlet temperatures. (From Ref. 169.)
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Table 6.15 Equilibrium Catalysts used in

Experiments

Characteristics Catalyst 1 Catalyst 2

Specific surface m2/g

zeolite 41.7 109.3

matrix 109.1 46.4

Rare earths content

cerium 0.72 0.04

lanthan 1.07 0.17

neodim 0.51 0.05

parazeodim 0.16 0.03

Metals content (ppm)

iron 3,410 10,800

nickel 647 2,220

vanadium 447 2,045

natrium 2,387 6,100

bismuth – 10

stibium – < 10

Microactivity MAT 74 66

Data refers to Figures 6.35–40, 6.46, 6.47.

Table 6.14 Feed Used in Experiments. Fig.

6.35–6.40 and 6.46, 6.47

Characteristics Feed 1 Feed 2

Density, 158C 0.9188 0.9554

Distillation (8C)
5% 278 286

50% 455 423

90% 565 504

S total, wt % 0.55 0.29

N total, wt % 0.18 0.36

N basic, wt % 0.056 0.12

C, wt % 86.72 87.72

H, wt % 12.27 11.61

Conradson coke, wt % 0.89 0.15

V, ppm 0.6 0.02

Ni, ppm 0.4 0.04

Fe, ppm 7.0 0.03

Na, ppm 1.8 0.50

Refraction index at 678C 1.4950 1.5069

Aniline point (8C) 80.0 60.0

Molecular mass 371 322

Data refers to Figures 6.35–40, 6.46, 6.47.
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In the thermodynamic analysis of cracking processes (Section 6.1) it was shown
that the pressure favors the polymerization reactions that take place in the layer
adsorbed on the catalyst surface and lead to the formation of coke.

These theoretical conclusions are fully confirmed by the experimental data
[172] on the influence of the pressure on the reactor performance of a catalytic
cracking pilot plant presented in Table 6.17.

The data show the obvious increase of the coke percentage formed as the
pressure in the reactor increases. Pressure has no significant effect on the yield and
the quality of other obtained products, excepting the decrease of the unsaturated
character of the products illustrated in the table by the relative yield of butylenes.

Since in the industrial units the pressures in the reactor and in the regenerator
are interdependent, an increase of the pressure in the reactor leads to an increase of
the pressure in the regenerator and thus to a higher burning rate of the coke. It
results in a decrease of the residual coke and an increase of the mean activity of the
catalyst. For this reason the increase of the pressure in industrial systems must be
analyzed by taking into account the modifications of performance that will be
produced in both vessels.

Table 6.16 Temperature Influence on the Catalytic Cracking of a

Gas Oil

Characteristics

Mean reactor temperature 8C

454 482 510

Volumetric rate, h�1 0.8 1.3 2.0

Conversion, wt % 55.1 55.1 55.1

Yields, wt %

H2 0.04 0.05 0.06

CH4 0.71 0.85 1.29

C2H4 0.40 0.55 0.75

C2H6 0.60 0.75 1.05

C3H6 2.40 3.35 4.40

C3H8 2.10 2.15 2.15

i-C4H10 5.10 4.20 3.35

n-C4H8 2.90 4.00 5.60

n-C4H10 1.40 1.30 1.25

Gasoline debutanised 34.6 33.5 32.2

Light gas oil 15.8 13.8 12.4

Heavy gas oil 29.1 31.1 32.5

Coke 4.85 4.20 3.70

Gasoline characteristics

vapor pressure (torr) 374 379 384

Density 0.7511 0.7579 0.7649

Octane number F1 with vapor

Tension 517 torr 91.2 94.0 95.0

Tension 517 torr, with 0.8 ml/l TEP 97.6 98.6 99.0

d ¼ 0:882.

Source: Ref. 170.
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6.5.3 Feed Composition

The basis of the feed for catalytic cracking is the wide cut fraction obtained from the
vacuum distillation of crude oil, and occasionally with the addition of some atmo-
spheric gas oil.

As a rule, the product from the bottom of the fractionating column of the
catalytic cracking unit is added to the feed with the purpose of recovering the
entrained catalyst. This product has generally a distillation initial boiling point of
about 420–4508C.

The feed can include also gas oils from visbreaking and coking and also the
extracts from solvent refining of lube oils and the deasphalted oils, which sometimes
may have been hydrotreated.

Figure 6.41 Effect of temperature on the debutanized gasoline and composition of C5

fraction. (From Ref. 171.)
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The improvements brought to the catalytic cracking make it possible to include
in the feed variable proportions of residual fractions in general residue from the
atmospheric distillation on the condition of not exceeding some limits for the
Conradson carbon and the content of metals. Atmospheric residues also may be
directly submitted to catalytic cracking.

The recycling of gas oils, especially of the heavy ones, strongly influences the
results of the process due to their aromatic character. Since recycling constitutes an
independent process parameter, it is examined separately in the next section.

Figure 6.42 Effect of temperature on the external diffusion and reaction rates: 1 – reaction;

2 – external diffusion, 3 – resulting rate.

Table 6.17 Pressure Influence on the Yields in a Catalytic

Cracking Pilot Unit at Equivalent Technological Conditions

[172]

Hydrocarbons partial pressure (bar)

0.69 1.72 2.76

Global conversion (vol %) 69.30 70.40 75.70

Gasoline (vol %) 53.10 52.60 51.20

Coke (wt %) 7.40 9.60 12.40

Butylenes relative yield 1.00 0.86 0.72

Source: Ref. 172.
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Currently, for estimating the performance of catalytic cracking, the character-
ization factor of the feed is used, as suggested by Watson and Nelson [173].
Expressed in metric units [174] it is given by the expression:

K ¼ 1:216
ffiffiffiffi
T3
p

d
ð6:89Þ

where:

T = molar mean boiling temperature in degrees K
d = the density at 15.568C.

The data of Table 6.18 show the correlation between the characterization
factor and the yields to gasoline and to coke for fractions obtained from the crude
oil distillation and for the recycled gas oils [175].

Since the units are generally obliged to work in conditions that should lead to a
constant conversion to coke, the data of Table 6.19 supply correlations between the
characterization factor, the conversion, and the yield to gasoline at a constant con-
version of 5.3% to coke [175].

The influence of the distillation limits of the feed on the yield in products is
illustrated in Figure 6.43 [176]. From this figure, the increase of the mean boiling
temperature of the feed increased the conversion and the yields for all the products.
However, the yield in gasoline increased with the alkane character of the feed and it
may vary in the opposite direction if the feed is strongly aromatic (Figure 6.44) [177].

The data of tables 6.17 and from the Figures 6.43 and 6.44 correspond to a
conventional catalyst and to the fluidization in dense phase.

The conversion of different classes of hydrocarbons depending on the severity
of the process is given in the graphs from Figure 6.45a–c [177]. These results were
obtained in a pilot plant using a conventional catalyst, reaction temperature of
4828C, and a feed with 50% vol distillate at 3718C.

In these graphs the severity was expressed by the ratio:

S=100n

Table 6.18 Correlation Between Characterization Factor

UOP and Gasoline Yields at Constant 60% Conversion

KUOP

Fresh feed Recycle

vol % gasoline wt % coke vol % gasoline wt % coke

11.0 – – (35.0) –

11.2 (49.5) (12.5) 37.0 (11.5)

11.4 47.0 9.1 39.0 9.0

11.6 45.0 7.1 40.0 7.2

11.8 43.0 5.3 41.09 6.0

12.0 41.5 4.0 (41.5) (5.3)

12.2 (40.0) (3.0) – –

Estimated values in parenthesis.

Source: Ref. 175.
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Table 6.19 Correlation Between the UOP

Characterization Factor and Gasoline Yield at

Constant (5.1%) Conversion in Coke

KUOP

Fresh feed Recycle

Conversion %

vol %

gasoline Conversion %

vol %

gasoline

11.0 – – 30.0 20.0

11.2 50.0 39.0 39.0 26.5

11.4 52.0 40.0 45.0 31.5

11.6 56.0 41.5 51.0 35.5

11.8 60.0 43.5 57.0 39.0

12.0 (70.0) (52.0) 60.0 41.0

12.2 – (66.0) – –

Estimated values in parenthesis.

Source: Ref. 175.

Figure 6.43 Effect of the average boiling point temperature of the feed on the conversion

and products yields. Cracking at 4828C. (From Ref. 176.)
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Figure 6.44 Influence of the feed volumetric mean boiling point temperature on gasoline

yields. (From Ref. 177.)

Figure 6.45 Conversion of different classes of hydrocarbons depending on process security.

Weight percent of products: (a) gasoline; (b) C4 fraction; (c) coke.
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where:

S = catalyst surface in m2/g
n = feeding rate expressed by the kg liquid feed on the kg of catalyst per hour.

For riser systems, the zeolite equilibrium catalysts have the characteristics
reproduced in Table 6.15 and two representative feeds from Table 6.14. The results
of cracking are reproduced in Figures 6.35–6.40 and 6.46–6.47 [169].

6.5.3.1 Effect of Sulfur and Nitrogen Compounds

The sulfur compounds don’t seem to exercise a direct action on the catalytic cracking
process. Indirectly indications exist [1] that they should favor the deposit of the
heavy metals and especially of iron under a dispersed form on the catalyst surface,
emphasizing in this way its noxious effect.

The influence of sulfur and nitrogen on the reaction kinetics of catalytic crack-
ing was recently analyzed [238], considering also the feed n-d-M composition and the
kinetic equations proposed. It was found that sulfur content has a strong influence
on kinetic constants while the effect of nitrogen is less important.

The distribution of the sulfur among the products is shown in Table 6.20 [183],
from which it results that almost half ends up in the gases as hydrogen sulfide and a
small part in the gasoline and gas oil. The portion that ends up in the residue and
coke vary in large limits, possibly depending on the nature of the sulfur compounds
in the feed.

For a unit of the riser type and a zeolite catalyst, the sulfur distribution among
the products is given in the graphs of Figure 6.48. The cracking runs were carried out

Figure 6.46 Alkenes content of gasoline for two feeds and catalysts. Riser outlet tempera-

ture: 5498C. (From Ref. 169.)
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at temperatures of 5558C and 5168C, at conversions ranging from 76.3–84.1%. The
feed was a Kuwait gas oil the sulfur content of which was decreased by hydrofining
or deasphalting.

Despite the fact that the gasoline produced in catalytic cracking contains only
3–5% of the sulfur contained in the feed, this is almost exclusively as mercaptans
requiring purification of the gasoline.

The influence of nitrogen compounds was discussed in Chapter 6.3.3.

Figure 6.47 Aromatics content of gasoline for two feeds and catalysts. Riser outlet tem-

perature: 5498C. (From Ref. 169.)

Table 6.20 Sulfur Distribution in Catalytic Cracking Products

Feed Sulfur distribution, wt %

Origin

S

wt %

Gases +

H2S Gasoline Gas oil Fuel Coke

Straight-run residue, Cabinda 0.21 53.6 6.8 10.9 9.4 19.3

Gas oil, South Louisiana 0.46 46.5 4.4 15.0 27.5 6.6

Gas oil, California 1.15 60.2 9.5 20.7 6.8 2.8

Gas oil, West Texas 1.75 42.9 3.5 28.0 20.5 5.1

Gas oil, Kuwait 2.66 46.5 3.8 21.1 17.3 11.3

Desasphalted straight run

residue + Kuwait gas oil 3.14 50.0 6.9 17.3 15.3 10.5

Source: Ref. 183.
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6.5.3.2 Effect of Sodium and Heavy Metals

The residues fed to catalytic cracking may contain sodium from the NaOH intro-
duced in the crude for fighting acidic corrosion in the atmospheric distillation tower.

Sodium is also introduced in the steam generating boilers and is also used in
the treatments applied to the recycled gas oil [243].

The sodium will neutralize a portion of the active sites of the catalyst and
thereby it will reduce its stability. In larger amounts, sodium can lead to the sinter-
ization of the catalyst and the partial closing of the access to the pores. Vanadium
has a similar effect on pore closing.

The volatile compounds of the heavy metals: Ni, V, Cu, and Fe are decom-
posed in contact with the catalyst and the metal is deposited on its surface as such or
as sulfide.

The deposited nickel has a ‘‘parasite’’ catalytic activity, promoting dehydro-
genation, aromatization, and coke formation. This parallel catalytic activity is very
damaging because a portion of the hydrocarbons that are present will undergo
reactions different from those that are typical for catalytic cracking. Thus, the
alkyl-cycloalkanes, instead of forming iso-alkanes on the acid sites of the catalyst,
will be dehydrogenated on the metallic sites, leading finally to formation of coke
[207].

Finally, the metals poisoning leads to a decrease of the conversion. At a con-
stant conversion, the result is a higher yield of light gases, including hydrogen, a
decrease of the gasoline production, and an increase in coke [184, 185] (Table 6.21).

The poisoning effect is not the same for all four metals. (Fe seems to be less
poisoning) and it depends to some extent also on the composition of the feed on the
operating conditions and on the type of catalyst. Thus, the presence of sulfur in the
feed emphasizes the noxious effect of iron (see also Section 6.5.3.2).

The poisoning effect of the metals deposited on the surface of the catalyst
decreases in time possibly due to the progressive loss of their dehydrogenation

Figure 6.48 Effect of sulfur content in the feed on the sulfur content in the products. (From

Ref. 176.)
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catalytic effect and in numerous cases it becomes zero, after the unit is fed for 1–2
weeks with uncontaminated feed.

In the distillates, the amount of the heavy metals generally does not exceed
1 ppm if the distillation end point is not higher than 6008C. They are contained in
higher amounts in the oils produced in the deasphalting of the residues, from con-
taminations with residues of the fractions produced by vacuum distillation, and from
leaks in the heat exchangers. The contamination due to the metals resulted from the
erosion of the equipment is negligible.

The most efficient solution for preventing the contamination with metals is the
hydrofining of the feed, a problem explored in Section 10.1.4.

6.5.4 Feed Recycling

The recycling coefficient K is defined by the relation:

K ¼ A

A0

¼ A0 þ F

A0

¼ B

Z
ð6:90Þ

where:

A0 is the fresh feed
F is the recycled feed
B is the yield in gasoline
Z is the conversion to gasoline at the outlet from the reactor.�

A small portion of the recycle, 3–5% of the feed, is made of ‘‘decant oil,’’ i.e.,
the bottom fraction of the fractionating column containing the catalyst dust
entrained from the reactor. The small amount of this ‘‘compulsory recycle’’ does
not have a significant effect on the yield of the process.

A recent article [186] refers to results obtained in the laboratory and verified at
the industrial scale that an addition of 1.5–18% of this product leads to an increase

Table 6.21 Metals Poisoning Effect at Constant

70% Conversion

N, V, Fe on catalyst (ppm) 180 1130 3500

kg feed/kg catalyst per hour 16.5 10.2 5.8

Issues

C3 (wt %) 5.8 6.6 7.1

C4 (wt %) 14.0 14.0 13.0

Gasoline (wt %) 61.0 59.0 54.0

Coke (wt %) 2.4 3.1 7.3

Arco pilot plant fluidized bed cracking; feed mid-Continent

262–5708C fraction; zeolite catalyst; Temperature 4998C,
catalyst/feed circulation ratio = 8, 0.05% coke; on

regenerated catalyst.

Source: Ref. 177.

* In some publications [4] the notion of recycle flow is used, which represents the ratio between the

recycled amount and the fresh feed: F=A0.
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of about 2.2% in the conversion to gasoline and an increase of about 2.4 units for the
motor octane number. This favorable effect is difficult to explain since it disappears
when a larger amount of product is added. The recycled product has a density of
0.9959 and contains 52.5% polycyclic aromatic hydrocarbons.

The main portion of the recycle is made of the fraction that distills within the
range 340–4558C.

In the case of the classic catalysts, the recycling displaces the maximum gaso-
line yield towards higher conversions with the net result of higher yields. Results
obtained in this manner are illustrated in Figure 6.49 [187].

For zeolite catalysts of high activity, the maximum gasoline yield is situated at
overall conversions that are higher than those for classic catalysts. In this condition,
recycling becomes less interesting and is either completely eliminated or reduced to
not more than 15% of the fresh feed.

6.5.5 Catalyst Behavior

Specific issues of the behavior of the catalyst during the operation of industrial units
are discussed below.

6.5.5.1 Comparative Performances

The performance of amorphous catalysts are compared to that of zeolite catalysts, in
Figures 6.50 and 6.51 [188].

Figure 6.49 Effect of recycle on gasoline yield. Mid-continent gas oil d ¼ 0:868, cracking
on synthetic Si-Al catalyst at 4828C. (From Ref. 187.)
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These plotted results were obtained in a pilot plant with a fluidized bed reactor
using: (a) an amorphous catalyst with 28.1% Al2O3, specific surface of 119 m2/g,
pore volume 0.35 cm3/g and (b) the zeolite catalyst Davison XZ-25, having 28.2%
Al2O3, specific surface 105 m2/g, pore volume 0.28 cm2/g. The feed was a gas oil
d ¼ 0:857, K ¼ 12:9, S wt% = 0.19, distillation range 375–6118C. The unit was
operated without recycle, at the temperature of 5108C using a ratio catalyst/feed
= 7.

The effect of the zeolite content on the product yield and on the octane number
at a constant conversion of 70% is shown in Figure 6.52 [189]. In these experiments,
a gas oil fromWest Texas and a REY catalyst were used. The catalyst was pretreated
by heating during 12 hours at 8278C in air, with �20% steam. The test conditions
were: t ¼ 4938C and catalyst/feed ratio = 5.

Figure 6.50 Conversion versus space velocity, for two catalysts. 1 – amorphous catalyst,

2 – zeolite catalyst. (From Ref. 188.)
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More detailed information concerning the performances of the catalysts
produced with different types of zeolites and matrices are given in J. Scherzer’s
monograph [6] and in other publications [64,190,191,240]. Among others, these
improvements resulted in a substantial increase of the resistance to poisoning by
vanadium [64]. Another study [34] presents the improvements brought to the zeolite
catalysts by work performed in the French Institute of Petroleum.

The continuing improvements of the catalysts led to process improvements and
to a decrease of the percentage of coke produced, with a concomitant increase of
conversion. Figure 6.53 presents this evolution [6].

The nature and the structure of the catalyst also influences the research and
motor octane number of the gasoline [192,193]. The variations are between 2–3
octane units.

Figure 6.51 Products yields function of conversion for: 1 – amorphous catalyst, 2 – zeolite

catalyst. (From Ref. 188.)
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6.5.5.2 Residual Coke on Regenerated Catalyst

The percentage of residual coke remaining on the catalyst after regeneration influ-
ences sensibly the conversion. This influence is illustrated by the graph of Figure 6.54
[194]. The graph plots the results obtained in a pilot plant using Davison catalyst in a
fluidized bed, fed with a West Texas gas oil having d ¼ 0:893, distillation range 354–
5028C, characterization factor 12.1, and sulfur content 0.30%. The catalyst, AGZ-50
of Davison, was pretreated during 12 hours with steam diluted by 20% air at 8268C.
Following this treatment, the catalyst had a specific surface of 120 m2/g and a pore
volume of 0.32 cm3/g.

The influence of the residual coke on the product yields at different values of
the conversion is given in Figure 6.55 [195]. The graph shows that the negative
influence of the residual coke increases with increasing conversion.

Figure 6.52 Effect of zeolite content on yields. (From Ref. 189.)
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The larger amount of coke obtained when using a catalyst with a higher level of
residual coke appears to be due to its catalytic action, which drives the reactions to
higher degrees of decompositions to produce coke and gases [195,196].

6.5.5.3 Catalyst Aging

In operation, catalytic cracking catalysts are submitted to an aging phenomenon,
which is due mainly to:

Hydrothermal aging: repeated contact with steam at high temperatures, which
takes place at each regeneration cycle

Deposition of heavy metals, especially Ni and V, on the surface of the catalyst.

To these main effects, one can add the action of sodium, which may be present
accidentally in the feed or in the water drops entrained by the steam.

Hydrothermal aging. A term that defines the combined action of steam and of
high temperatures. It is of textural nature for the matrix and of structural nature
for the zeolite [197]. It is manifested strongest during the initial contact cycles of
the new catalyst and its intensity is highest at higher temperature levels.

The effect on the matrix is manifested by the decrease of the specific surface
and of the catalytic activity of its active sites. At the same time the porosity may be
affected, which decreases the accessibility of the reactants to the zeolite crystals
situated within the matrix.

The effect on the zeolite is manifested especially by the replacement of the
tetrahedral aluminum atoms located on the walls of the zeolite cells with silicon
atoms, probably originating in the amorphous structures. The result is an increase

Figure 6.53 Evolution of the decrease in coke yield with conversion in catalytic cracking.

(From Ref. 6.)
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of the Si/Al ratio within the structures that are accessible to the reactants and as
consequence, a decrease of the catalytic activity.

These modifications lead to the formation of structures that are more stable
from the hydrothermal point of view. At temperatures above 8508C the zeolite is
completely destroyed.

The zeolite and the matrix have different aging rates. For this reason, by
expressing the aging of the catalyst by an Arrhenius equation, one obtains the
following overall equation:

k ¼ Ame
�EM=RT þ Aze

�EZ=RT ð6:91Þ
where:

k ¼ the constant of the deactivation rate, expressed generally in
units of days�1

EM and EZ ¼ the deactivation energies for the matrix and for the zeolite
respectively

Am and Az ¼ the respective pre-exponential factors.

Figure 6.54 Effect of residual coke on conversion. (From Ref. 194.)
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According to the studies of Chester and Stover [198], EZ > EM, and therefore,
the deactivation of the matrix is rate determining at moderate temperatures, while at
higher temperatures, the deactivation of the zeolite becomes rate determining. The
two rates are equal at about 7808C. The variation of the deactivation rate constant
with the temperature is shown in Figure 6.56.

The presence of the rare earths hinders the extraction of the aluminum atoms
from the walls of the zeolite cells, thus increasing the hydrothermal stability of the
catalyst [199,201]. An opposite effect, the decrease of the stability, is produced by
Na2O. These influences are depicted in Figure 6.57. Catalyst REY contains zeolite Y

Figure 6.55 Effect of residual coke on product yields. 1 – 0.1 wt % coke, 2 – 0.2 wt % coke,

3 – 0.4 wt % coke. (From Ref. 195.)
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and rare earths, whereas HY does not. A better hydrothermal stability have the
ultrastable catalysts promoted with rare earths, USY [197,201].

Aging due to metals. Vanadium and nickel are the metals with the strongest poi-

soning action.

The effect of nickel is straightforward; it consists of the formation on the
surface of the catalyst of metallic sites that are active in dehydrogenation reactions.
As a result, the poisoning with nickel leads to an increase of the hydrogen content in
the gases and of the coke deposited on the surface of the catalyst. The consequence is
a decrease of catalyst activity. The data of Table 6.22 illustrate these effects of the
poisoning by nickel and, in parallel, the quite different effects of catalyst degradation
by the action of vanadium [202].

Other metals, such as the iron, have, especially in the presence of sulfur, effects
similar to those of nickel. These effects are much weaker, and they are generally
neglected in the evaluation of the aging phenomenon.

Figure 6.56 Rate constant for thermal deactivation. Catalyst was steam treated for 12

hours before test. (From Ref. 198.)
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While the aging due to nickel does not modify the crystalline structure of the
zeolite and does not decrease the conversion, the aging caused by vanadium very
strongly influences the crystal structure and strongly decreases the conversion (see
Table 6.22).

This effect is due to the fact that the vanadium, which is deposited on the
catalyst after its contact with the feed, migrates during regeneration to the zeolite
crystals. In order that this migration takes place, the temperature must exceed 550–
5608C, the medium must be weakly oxidizing, in order to maintain the vanadium as
oxide, and steam must be present.

Figure 6.57 Hydrothermal stability of several catalyst (REY stands for Rare Earths Y

zeolite). (From Ref. 202.)

Table 6.22 Catalyst Aging – Ni and V Action

Contaminants 0 % 0.33% Ni 0.67% V 0.33% Ni + 0.67% V

% crystallinity dry air at 6778C Reference basis

% crystallinity after 8 hours

stripping at 7238C and 2 bar

with 100% H2O 84 84 38 38

conversion, % vola 80 82 61 61

H2 (wt %) 0.014 0.274 0.109 0.244

coke (wt %) 3.3 5.8 1.9 2.5

a Test at 4828C, n ¼ 16 h�1, catalyst/feed ratio = 3.

Source: Ref. 202.
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The destruction of the zeolite, after the vanadium has reached by migration the
zeolite crystals is explained by the most authors [197,203–206] in terms of the for-
mation of an eutectic with a low melting temperature between V2O5 and the zeolite.
This explanation is in agreement with the known effects of the interactions between
V2O5 and silica. The presence of sodium emphasizes the effect of the vanadium.

The V2O5 interacts also with the oxides of the rare earths that are present in the
zeolites Y and REY, especially with the lanthanum. The ultrastable zeolites Y, with-
out rare earths of the USY type seem to be less affected.

Electron microscographs showed the modifications of the catalyst surface
structure following the action of vanadium [206].

Aging caused by the action of vanadium and nickel on some industrial cata-
lysts were the object of experimental studies to determine the effect of aging on
kinetic constants. The experimental results were fitted to both the model with 3
components (lumps) and that with 5 components of Figure 6.29. The kinetic con-
stants obtained for the catalysts impregnated with Ni and V were compared with
those corresponding to the fresh catalyst [207].

Another study analyzes aging caused by the action of nickel and of vanadium
in parallel with the protective action of antimony. The kinetic treatment uses the
model with 4 components in which the gases and the coke form separate compo-
nents. Also, the effects of aging on the values of the kinetic constants are obtained in
this study [208].

Both cited studies are of high interest for the detailed examination of the aging
phenomenon.

It is to be remarked that caution should be exercised when extrapolating the
results obtained in the laboratory (where the poisoning of the catalyst occurs usually
with Ni and V naphthenates), to the conditions of industrial plants, where poisoning
is due to organometallic compounds, such the porphyrins. In fact differences
between the effects of the two types of poisonings have been pointed out [209].

6.5.5.4 Equilibrium Activity

The analysis of the means used for decreasing the aging effects must take into
account that in industrial plants, the activity of the catalyst is maintained at the
desired level by the addition of fresh catalyst, a level called ‘‘equilibrium activity.’’

The rate of catalyst addition varies generally in the range 0.4–0.57 kg/m3 feed
for the catalytic cracking of gas oils and of vacuum distillates and in the range 1.0–
1.2 kg/m3 feed for residue cracking.

The correlation between the metal content of the feed, the amount of catalyst
added, and the content of metals of the equilibrium catalyst is given as a graph in
Figure 6.58a [210].

From this graph it follows that the decision concerning the added amount of
fresh catalyst towards a given feed depends on the metal content of the feed and on
the tolerance towards the metals of the equilibrium catalyst.

The rate of hydrothermal aging, can be decreased by: reducing the sodium
content of the zeolite, the incorporation of rare earths in the structure, and the
use of high stability catalysts, of the type USY.

When fighting catalyst aging as a consequence of metal deposits, a method
other than the use of additives, which was mentioned in Section 6.2.4.3, is recom-
mended. The method is to decrease the zeolite content and to use high stability
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catalysts. The latter resist at temperatures even above 7608C in the regenerator and
tolerate, without the destruction of the crystalline network, a vanadium content of
6000 ppm and of nickel of 2000 ppm, figure 6.58b and 6.58c [211].

A favorable effect also follows from the increase of pore diameter, together
with the decrease of the specific surface of the matrix.

The larger pores make easier the diffusion of the heavy components of the feed
and limit the amount of liquid that remains in the catalyst after stripping, therefore
reducing the thermal load of the regenerator. These favorable process effects are
accompanied by the less important dispersion of the nickel and by a reduction of
lower production of gases and of coke.

6.5.5.5 Test Methods

Testing methods for catalytic cracking catalysts refer to their physical-mechanical
characteristics and to those directly related to selectivity and activity.

Figure 6.58a Metals content of equilibrium catalyst function of the fresh catalyst to feed

ratio and the metals content in the feed. The plot is for sp. gr. =0.904. For other sp. gravity,

multiply result by correction factor. (From Ref. 210.)
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Figure 6.58b Catalyst activity loss due to heavy metals. (From Ref. 211.)

Figure 6.58c Catalyst activity loss due to sodium contamination. (From Ref. 211.)
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The physical-mechanical, characteristics, much of them common to other cat-
alysts, have some aspects that are specific to the catalyzed reactions, but especially to
the process in fluidized bed with continuous transport of the catalyst between the
reactor and the regenerator. In the following, only the specific standardized methods
of testing will be examined.

The attrition resistance. This determines to a large extent the amount of fresh
catalyst that must be added (makeup). It is related to the catalyst dust that leaves
the system and influences fluidization by modifying the dimensional distribution
of the catalyst contained in the reaction system.

Generally, the resistance to attrition decreases with increasing zeolite content,
limiting it to a maximum of about 35%. A decrease of the zeolite crystal size and
their good dispersion within the matrix improves the resistance at attrition. It could
be improved also by the use of specific binders and other similar measures [6].

Quantitatively, the resistance to attrition is determined by the method ASTM
D-4058. There are also other frequently used methods recommended by catalyst
manufacturers. The perfecting of these methods is ongoing [212].

Pores size distribution. This has a great importance for adequate performance of
the catalyst and must be correlated with the nature of the feed [6].

The determination of the pore size distribution, is based on the usual methods
for measuring adsorbtion isotherms: The adsorption of nitrogen is used for pores
with diameters of 20–600 Å (ASTM D-4222 and D-4641) and porosimetry by mer-
cury penetration for pores of 600–20,000 Å (ASTM D-4284).

The specific surface area is generally determined by the BET method, which
measures the adsorption isotherm of nitrogen (ASTM D-3663).

Particle size distribution. Playing an important role in fluidized bed processes
that use exclusively microspherical catalysts with sizes comprised between 60–80
mm, the particles with diameters below 40 mm and especially below 20 mm are not
retained by most cyclone systems. Those above 140 mm can cause fluidization diffi-
culties.

For size characterization the screening through standard sieves are used as well
as correlations between the dispersion of laser beams and the size of the particles
(ASTM D-4464) or an electronic counter (ASTM D-4438).

Fluidization characteristics. It was stated [213] and became generally accepted
that only a direct characterization of the fluidization qualities of the catalyst is
reliable for catalyst evaluation, since data supplied by particle size analysis are
considered insufficient.

The information published [213] concerning the type of equipment used opera-
tion and calculation methodology, and the obtained results supply some interesting
elements. But so far, no information is available on a standardized test that should
be accepted and introduced in practice.

Thermal and hydrothermal stability. Catalyst stability is also the object of specific
tests, consisting of thermal and hydrothermal treatment at different severities. The
treatment is followed by the determination of specific physical characteristics
(crystal structure by X-ray techniques, specific surface area and pore size distribu-
tion) that are compared with the respective properties before the treatment.
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For fresh catalysts, the deactivation of the catalyst with steam is described in
ASTM D-4463.

Activity and selectivity indexes. Since 1940, when the first testing method of the
activity of catalytic cracking catalysts appeared, standard all other testing methods
advanced together with the evolution of catalytic cracking technology [1,11].

Fluidized bed processes require specific methods. Popular current applications
use low amounts of catalyst: Micro-Activity Test (MAT) and Micro Catalytic
Cracking (MCC) in the U.S. In Russia and the new Caucasus republics favor the
OCT 38.01161–78 method.

The methods differ by the amount of catalyst used for testing: 5 g in the MAT
and OCT methods and between 4–20 g in the MCC method. The methods differ also
by the duration, amount, and nature of the feed, and by the reaction temperature:
4828C in the MAT method, 5108C in the MCC method, and ranging between 494–
5188C in the OCT method.

Results of studies comparing the MAT and OCT methods [214] favored using
the MAT method, which is the standardized method ASTM 3907–92. This method
refers to the testing of the equilibrium catalysts or of the fresh ones treated by steam
stripping in the laboratory before performing the test. This procedure correlates the
results of the test with identical measurements on fresh catalyst and, what is more
important, correlates with the results obtained in the industrial units.

The analysis of these problems [215] lead to a series of recommendations for
improving stripping conditions of the fresh catalysts, the increase of the temperature
for the MAT test from 482 to 5158C, the increase of the feedrate, etc., aimed at
bringing the test conditions closer to those encountered in commercial operation.
The MAT method and its possible improvement is analyzed in other publications
[216,217].

Since the activity index defines the total conversion, which is not sufficient for
estimating the performance of the catalyst, one also makes use of the term ‘‘selec-
tivity’’ which defines the proportion of a specified product (usually gasoline and the
fraction C4) obtained at a given conversion. Usually, to define the selectivity, the
yields to all products are given (including gases and coke) allowing a complete
evaluation of the performance of the catalyst. The term ‘‘selectivity index’’ which
is used occasionally, represents the ratio of gasoline or gasoline + the C4 fraction, to
the total conversion.

Interesting information on the correlation of the MAT test data with the
results obtained at semipilot and pilot scale, are given in the monograph of
McKetta [11].

6.5.6 Effect of Catalyst/Feed Ratio

In catalytic cracking with moving or fluidized bed, the catalyst circulates continu-
ously between the reactor and the regenerator. The intensity of this circulation, is
expressed by the ratio between the weights catalyst Gcat and feed Gfeed that circulate
through the reactor in unit time:

a ¼ Gcat

Gfeed

ð6:92Þ
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The increase of the contacting ratio decreases the amount of coke on the
catalyst measured at the outlet of the reactor. By decreasing the content of coke
on the catalyst, the activity of the catalyst (and therefore the conversion) increases if
the other operating parameters remain unchanged. The data of Table 6.23, obtained
in a Davison pilot plant in fluidized bed for three catalysts and a feed with distilla-
tion range of 260–4278C illustrate this effect. In all the measurements, the mean
reactor temperature was 4828C, the feed rate r ¼ 2h�1.

In Figure 6.59 the influence of the feedrate on the conversion is represented for
different values of the contacting ratio. The data were obtained in the pilot plant in
fluidized bed (Amoco), at the mean reaction temperature of 4958C and at a pressure
of 1.38 bar. The used feed had: d ¼ 0:883, distillation end point = 3938C and the
following composition (wt %): 27.1 alkanes, 43.9 cyclo-alkanes, 29.0 aromatics, and
0.59 sulfur. The residual coke on the catalyst in all cases was = 0.10%.

At constant conversion, increasing the contacting ratio leads to a decrease of
the yields of hydrogen and of the C1–C4 gases, leaves unchanged the yield in gaso-
line, and leads to an increase of coke.

This last result is explained by the amounts of liquid products remaining in the
pores of the catalyst and are sent to the regenerator. These transported amounts
increase with increasing contacting ratio. No generally valid correlation can be given
since the amounts of liquid remaining in the pores depend on pore size distribution
and stripping conditions. A large number of experimental data obtained in pilot
plants and in the industrial units allowed the formulation of the following empirical
correlation [4]:

x

1� x
¼ C � n�0:35 � a0:65 � e�7000=T ð6:93Þ

where:

x is the conversion
C = a constant depending on the nature of the feed and of the catalyst
n = specific feedrate (kg feed on kg catalyst/hour within the reactor)
a = catalyst/feed ratio.

The catalyst/feed ratio should not exceed values that correspond to the mini-
mum residence time of the catalyst in regenerator, necessary to ensure the level of
desired residual coke.

Table 6.23 Catalyst

Feed Ratio Influence on

the Conversion

Catalyst a ¼ 3 a ¼ 6

XZ-40 84.8% 90.2%

DZ-7 83.1% 86.8%

XZ-25 72.4% 84.6%

Source: Ref. 218.
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6.6 CATALYST REGENERATION

Regeneration of catalysts is performed in the regenerator by continuously burning
the coke deposited on the catalyst.

6.6.1 Coke Composition

In fluid catalytic cracking the content of hydrogen in the coke is in the range of
5–10% and can be obtained by using the graph of Figure 6.60 [220]. Analytical
expressions are given in the same article [220].

In the moving bed units, the content of hydrogen in the coke ranges between
2.5–8%.

The amount of hydrogen in the coke may be determined directly by elemental
analysis. But the analysis must differentiate between the water resulted from the
combustion of hydrogen contained in coke and water content of the catalyst or
water adsorbed by the catalyst.

Such a method was proposed and tested with good results [221]. It is based on
the determination of the weight loss of the catalyst during elemental analysis.

Noting with h and c the amounts of hydrogen and carbon in the coke, a ¼ the
water contained in the catalyst, �G = the weight loss of the catalyst submitted to
elemental analysis, and H2O and CO2 = the measured amounts of water and carbon
dioxide, one may write:

H2O ¼ aþ 18:016

2:016
� h

CO2 ¼
44

12
� c

�G ¼ aþ hþ c

yielding the final equations:

Figure 6.59 Effect of feedrate and catalyst/feed ratio on conversion. (From Ref. 219.)
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c ¼ 0:273CO2

h ¼ 0:126ðH2Oþ 0:273CO2 ��GÞ ð6:94Þ

6.6.2 Flue Gas Composition

It is of great interest to compare the composition of the flue gases corresponding to
thermodynamic equilibrium with the one actually measured.

In Figure 6.61 [212] the curves for thermodynamic equilibrium at 6608C are
plotted as a function of the contribution of oxygen calculated for the burning of a
coke having the following composition (weight %):

Carbon 85.90

Hydrogen 10.00

Sulfur 1.15

Nitrogen 2.99

The scale on the abscissa of the graph, relative oxygen input (ROI), is defined
as the amount of oxygen supplied to the regenerator, divided by the amount of
oxygen theoretically required to burn all the coke hydrogen to H2O, half of the
coke carbon to CO, and the other half to CO2.

For ROI = 0.8 all the hydrocarbons are burnt;
For ROI = 1.2 the CO is completely burnt and excess O2 begins to appear in

the flue gases.

For the thermodynamic calculation, the reactions of the nitrogen contained in
the coke were simulated by the reaction between NH3 and NO from which N2 and

Figure 6.60 Correlation of hydrogen content of coke with the composition of flue gases.

[220]. O2, CO, and N2 must be expressed as mole %.
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H2O are formed. The comparison of this equilibrium calculation with typical con-
ditions for coke burning corresponding to ROI = 1.04 is given in Table 6.24. The
table shows important differences between the calculated equilibrium composition
and that measured experimentally. The differences are due to the differences between
the burning rates but possibly also to the hindrance exerted by the catalyst on some
of the reactions, such as the combustion of CO to CO2. Such an effect could explain
the combustion of CO! CO2 above the catalyst bed, which was observed occasion-
ally.

Concerning the behavior of the sulfur contained in the feed, a graphic correla-
tion was established between the SO2 content in the gases and the sulfur content of
the feed (see Figure 6.62 [183]).

Figure 6.61 Equilibrium composition of flue gases at 6608C as a function of oxygen input.

(From Ref. 222.)
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Table 6.24 Comparison of Equilibrium and

Representative Coke Burning Flue Gas Composition ROI =

1.04

Component Equilibrium composition Real composition

O2, % mol 0.0 0.10

CO, % mol 8.8 10.46

CO2, % mol 7.5 8.65

H2O, % mol 11.7 � 10.0

NH3, ppm 308 1285

SO2, ppm 824 561

SO3, ppm 0 5

NO, ppm 0 33

Figure 6.62 Correlation between the concentration of sulfur in the feed and of SO2 in flue

gases. (From Ref. 183.)
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In practical conditions used for burning coke in fluid catalytic cracking units,
the CO2/CO ratio in the flue gases is about 1.5. It increases if the catalyst is poisoned
by heavy metals. The more recently promoted zeolite catalysts perform the complete
combustion of CO to CO2 (see Section 6.2.4.3).

6.6.3 Thermal Effect in Regeneration

The thermal effect of regeneration is dependent on the hydrogen content of the coke
and on the CO2/CO ratio in the flue gases. It can be calculated on the basis of the
thermal effects of the following reactions:

H2 þ 1=2O2! H2O 121;000 kJ/kg
CþO2! CO2 32;741 kJ/kg
Cþ 1=2O2! CO 9;111 kJ/kg
SþO2! SO2 11;300 kJ/kg

In order to avoid these calculations, interpolations can be made based on the
data of Table 6.25.

6.6.4 Kinetics of Regeneration

6.6.4.1 Effect of the Diffusion Barriers

For processes in a moving bed, which use as catalysts granules with 3–6 mm dia-
meters, the studies of Adelson and Zaitzeva [223] prove that the diffusion limitation
is manifested at temperatures above 550–6008C. This influence is accounted for in
equations for the overall burning rate developed by the same authors and discussed
in the next section.

From the facts presented in Section 6.4.1.2, it followed that external diffusion
strongly influences the regeneration of the catalyst in a fluidized bed operating in
dense phase. This fact was also confirmed by other studies [118,119]. According to
the represented calculations, in riser systems, the influence of external diffusion is
negligible.

The influence of internal diffusion depends to a great extent on the structure
and size distribution of the pores so that no valid generalizations can be given. It is
possible that internal diffusion influences the overall rate for catalysts shaped as
granules with diameters of 3–6 mm, especially when coke situated in the central

Table 6.25 Thermal Effect of Coke Burning,

kJ/kg Burned Coke

CO2/CO ratio

in flue gas

Hydrogen content in coke wt %

4.0 8.0 12.0

0 14,590 19,010 23,400

1 24,075 28,070 32,090

2 27,215 31,085 34,960

4 29,745 33,535 37,300

10 31,820 35,505 39,210
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part of the granule is combusted. In fluidized bed processes, that use microspherical
catalysts with diameters of 40–70 mm, the influence of internal diffusion is less
probable. This consideration is most probably valid for zeolite catalysts with channel
macropores. For these processes, internal diffusion would play a part only when
conditions are used for drastically reducing the residual coke.

6.6.4.2 Kinetics of Coke Burning

For regeneration of catalyst particles used in catalytic cracking processes with mov-
ing bed, Adelson and Zaitzeva suggested the equation:

t ¼ cgvd
bCoV

þ cgaR
2 3� 2d� 3ð1� dÞ2=3
 �

6bConrf
ffiffiffiffi
T
p � lnð1� dÞ

bCok
ð6:95Þ

where:

t = total burning time in s
c = weight fraction of coke on the catalyst
d = weight fraction of burnt coke to total coke
b = amount of burnt coke in g/cm3 of oxygen at the specified ratio CO2/CO

in the flue gases
Co = fractions in volume oxygen in the regeneration air
V = cm3 air/cm3 catalyst
R = mean radius of the catalyst granules in cm
r = mean radius of the pores in cm
f = volume of the pores referred to the volume of the granule
T = regeneration temperature in Kelvin degrees
k = apparent rate constant for the burning of coke in cm3/g�s
n = constant depending on the percentage of coke on the catalyst, having the

value of 162 for 2% coke

The apparent constant of the reaction rate k is given by the equation:

k ¼ 7:33 � 1010e�146;850=RT ð6:96Þ
Eq. (6.95) was verified by using a catalyst containing 2% coke from an indus-

trial plant and by applying various regeneration conditions. A number of these
results are collected in Table 6.26, where are written separately the three terms of
Eq. (6.95) corresponding to the durations of the external diffusion, the internal
diffusion, and of the reaction. The total is compared with the experimentally mea-
sured duration, the result being quite satisfactory.

The table shows that at temperatures below 5008C, the slowest process is the
reaction. At higher temperatures, the diffusion phenomena increasingly influence the
overall rate and become rate controlling at temperatures above 6008C. The external
diffusion becomes rate determining at lower rates of the regeneration air, due to the
increased thickness of the boundary layer at the lower Reynolds numbers.

Since Eq. (6.95) was verified only on one synthetic catalyst and only for an
initial coke content of 2%, caution must be applied in its use.

For regeneration in fluidized bed the following equation was suggested by
Johnson and Maryland [224]:

v ¼ k1Poð1þ k2PsÞCn ð6:97Þ
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where:

v = burning rate of coke in kg coke per 1,000 kg of catalyst per hour
Po and Ps= partial pressures of oxygen and steam in kg/cm2

C = average coke content on the catalyst within the regenerator
n = constant with value close to unity

k1 and k2 = kinetic constants shown in the graph of the Figure 6.63 [1], based
on the data of [224].

From the values of the rate constants, the apparent activation energies are of
the order of 171,600 J/mol.

Eq. (6.97) was deduced and verified for the burning of coke deposited on
natural bentonite catalysts with an initial coke content of 0.13–0.60%, the regenera-
tion being performed at temperatures of 510–5658C [224–225]. The equation has an
empirical character and should not be used without additional plant verifications
and on catalysts used in current operation.

A study by Tone, Niura, and Otaka [226] reports the results of experimental
tests carried out in a differential reactor, which eliminates the influence of the diffu-
sion steps, at temperatures of 500–5608C.

A synthetic catalyst was used, containing 25% Al2O3, having a porosity of
0.76, and a specific surface of 496 m2/g.

The reactions were represented by the scheme:

Table 6.26 Regeneration Duration Calculated with Eq. (6.95) Compared

with Experimental Data

Regeneration t calculated with Eq. (6.95)
t

experimental

(min)

Temp.

(8C)
Vol. air/vol

catalyst � hour
Diffus. ext.

t (min)

Diffus. int.

t (min)

React.

t (min)

t total

(min)

453 1500 4.2 5.7 98.1 109.0 109.0

471 1500 4.2 5.7 55.1 65.0 65.0

504 1500 4.1 5.5 18.4 28.0 28.0

556 200 31.5 5.4 4.8 41.7 39.5

600 200 31.2 5.2 1.6 38.0 36.2

615 1500 4.0 5.0 1.1 10.1 9.0

660 1500 4.0 4.8 0.4 9.2 8.2

Granules radius 1.65 mm. Initial coke on catalyst 2%. Burned coke/initial coke = 0.7.
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and the following four rate equations were obtained:

r1 ¼ k1nCpO2

r2 ¼ k2nCpO2

r3 ¼ k3nHpO2

r4 ¼ k4pCO

ð6:98Þ

where:

nC and nH represent the content of carbon and hydrogen in the coke, expressed
in moles carbon or hydrogen per g of catalyst

pi = partial pressures in atm

The formation of the final products is expressed by the equations:

Figure 6.63 Temperature dependence of the constants k1 and k2 in Eq. (6.97).
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for CO formation F ��y1
�w
¼ r1 � r4

for CO2 formation F ��y2
�w
¼ r2 þ r4

for H2O formation F ��y3
�w
¼ r3

ð6:99Þ

where:

Subscripts 1, 2, and 3 correspond to CO, CO2 and water; �yi ¼ difference
expressed in molar fractions between the inlet and outlet of the reactor

�w = weight of the catalyst in g
F = feedrate in moles/minute.

It results that the reaction rates ri are expressed in moles of carbon or hydrogen
converted per g of catalyst per minute.

The linearization of the experimental data, including those of other research-
ers, led to the following equations of the reaction rate constants:

k1 ¼ 9:923 � 109 � exp � 153;000

RT

� �
l=min � bar

k2 ¼ 2:578 � 106 � exp � 107;350

RT

� �
l=min � bar

k3 ¼ 6:557 � 104 � exp � 76;240

RT

� �
l=min � bar

k1 ¼ 4:003 � 109 � exp � 57;650

RT

� �
mol=g � cat �min � bar

ð6:100Þ

It is to be remarked that the burning of hydrogen contained in the coke takes
place at a higher rate than that of carbon (Figure 6.64), which leads to a lower value
for the hydrogen in the residual coke than in the initial one.

In a recent study, a system of differential equations was proposed for modeling
coke burning and the composition of the flue gases [241]. This equations system is
based on a large number of experiments realized on OCTADINE 1169 BR
Engelhard catalyst with MAT activity of 71 wt %.

In another paper [242] one and two steps riser regeneration systems were
studied to find the best way of introducing and distributing air, with the idea to
improve the regenerator system. The result of such optimization was a carbon con-
tent of less than 0.1 wt % in the regenerated catalyst and operation at riser tem-
perature lower than 7308C.

6.6.5 Effect of the Regeneration Conditions

6.6.5.1 Temperature

The lowest temperature level for regeneration is limited by the rate of coke burning.
The highest level was limited in the past by the ability of the catalyst to resist high
temperatures. Following refinements made to the catalysts, the temperature is now
limited by metallurgical considerations, namely by the resistance at high tempera-
tures of the metals of the regenerator and of the transport lines for the flue gases.
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Increasing the temperature while maintaining constant the other working para-
meters increases the burning rate of coke and accordingly decreases the residual
coke. Since the decrease of residual coke leads to the increase of the average activity
of the catalyst, the regenerator is operated at the maximum possible temperature
while taking into account the limitations mentioned above.

6.6.5.2 Pressure

As it results from Eqs. (6.97) and (6.98) the rates for burning carbon in CO and CO2,
as well as for burning hydrogen, are directly proportional to the partial pressure of
oxygen.

The initial partial pressure may be increased by increasing the total pressure in
the regenerator or by the addition of oxygen in the air fed to regeneration.

The pressure in the regenerator depends on the type of unit and does not
constitute a controllable process parameter in the operation of the plant. The addi-

Figure 6.64 Relative combustion velocity of coke carbon and hydrogen at 7008C. (From
Ref. 227.)
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tion of oxygen in the air fed to the regenerator is an efficient measure suggested as
early as 1980 [228] and was applied beginning with 1986 in the Gibraltar refinery
[229]. The extension of this measure is limited by economic reasons.

The average oxygen partial pressure in the regenerator depends also on the air
excess, a parameter on which the operator may act to the extent allowed by the
performance of the turbo-blower and by the requirement of not exceeding reason-
able linear velocities for the air and flue gases in the regenerator.

Finally, the increase of pressure and excess air, while keeping constant the
other parameters, leads to the decrease of residual coke, which is illustrated in
Figure 6.65 [230].

6.6.5.3 Catalyst Characteristics

The structure and the size distribution of the catalyst pores have a strong influence
on the regeneration rate. This observation is in agreement with the fact that at the
high regeneration temperatures used at present, even if the internal diffusion is not
controlling the rate, it influences it to a large extent.

At otherwise constant parameters, the catalyst structure strongly influences the
residual coke. The existence of the channeling macropores makes easier the access of

Figure 6.65 Residual coke as a function of temperature and excess air. (From Ref. 230.)
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the oxygen to the coke particles located in the center of the granule and decreases the
residual coke. For this reason the presence of the macropores is a desired feature of
catalyst structure.

The characterization of the catalysts from the point of view of regenerability
requires special methods [1].

Ni and V content is an important factor for the performance of the equilibrium
catalyst present in the reaction system. In addition to the unfavorable influence on
the cracking reactions discussed earlier, these metals can modify the thermal balance
of the regenerator by the catalytic action of the combustion of CO to CO2, due
especially to nickel. In older units, the CO/CO2 ratio was maintained at a certain
level in order not to thermally overload the regenerator. The effect of the mentioned
metals was to cause especially combustion in the diluted phase, above the catalyst
bed. It seems that the alumosilica had an inhibiting effect and prevented CO! CO2

combustion inside the bed.
In modern units the situation is completely different. They are designed for a

maximum heat production in the regenerator, in order to eliminate the supplemen-
tary equipment for the combustion of the CO contained in the flue gases. In this
situation it is desired to achieve as completely as possible a combustion of the CO in
the regenerator. Additives to promote burning contribute to this goal.

In this case the burning also takes place above the catalyst bed. This leads to a
difference between the temperature of the dilute and the dense phases within the
regenerator. This difference is illustrated in Figure 6.66 [230].

The control of the regeneration regime by increasing the level of the catalyst
bed was tested at a refinery in Peru [231]. The disadvantage of the method is the
necessity to increase the catalysts inventory, which has a negative impact on the
economics of the operation.

Figure 6.66 Effect of promoters on the CO content in flue gases. (From Ref. 230.)
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